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Growth of a PBH inside a NS
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The NS implosion time

The dynamical time of NS is ≲1 ms.

Evolution no longer quasi-steady when M• & 0.01M�

The mass of PBH inside a NS grows as



What happens next?
3

This could lead to di�erential rotation. However, if angu-
lar momentum can be e�ciently transferred outward, the
star can maintain rigid-body rotation. Viscosity [53, 54]
and magnetic stresses [54] can prevent di�erential rota-
tion from developing. It can be shown (see Supplemental
Material [50]) that angular momentum is transferred e�-
ciently on the relevant time scales and that Bondi accre-
tion proceeds nearly uninterrupted throughout the BH
evolution.

Ejected mass originates from the star spin-up when
matter at the equator exceeds the escape velocity. Us-
ing polytropic NS density runs with di�erent indices [51],
we have calculated analytically (see Supplemental Mate-
rial [50]) the amount of ejected material. The results are
shown in Figure 1 for NS victims with a range of initial
rotation periods. As can be seen, NS with periods of a
few ms can eject more than 10≠1

M§ of material.
The number of MSPs in the disk with periods greater

than P is described by a population model [47]. We as-
sume that the distribution in the CMZ is the same, and
we normalize the total to the number of neutron stars
produced in supernova explosions. According to the pop-
ulation model [47], NMSP ƒ 1.6◊104

1
1.56 ms/P

2
. Using

the di�erential distribution d(NMSP)/dP , we obtain the
population-averaged ejected mass:

ÈMejÍ =

s Œ
Pmin

1
dNMSP

dP

2
Mej(P )dP

s Œ
Pmin

1
dNMSP

dP

2
dP

, (3)

where Pmin is the minimal MSP period in the population,
and Mej(P ) is the ejected mass function interpolated
from the distribution shown in Figure 1. We find that the
population-averaged ejected mass is ÈMejÍ = 0.18M§ and
0.1M§ if we take the shortest period to be Pmin = 0.7 ms
(theoretically predicted) and Pmin = 1.56 ms (observed),
respectively. Since realistic nuclear matter equations of
state suggest flatter NS density profiles than our poly-
tropic approximations, our estimate is conservative and
ÈMejÍ can be up to a factor of few larger.

Nucleosynthesis takes place in the ejecta. Heating ac-
companying the growth of a BH inside a NS results in
a temperature increase near the event horizon that is
only a factor of few higher than the NS surface tempera-
ture [53]: Th/Tsurf ≥ 3. Consequently, neutrino emission
is negligible and ejected material does not su�er signifi-
cant heating or exposure to neutrinos.

Decompression of the centrifugally-ejected, relatively
low entropy and very low electron fraction nuclear mat-
ter in this scenario could be expected to result in a
significant mass fraction of this material participating
in r-process nucleosynthesis [55–61]. The large neutron
excess in this scenario, relatively unmolested by neu-
trino charged current capture-induced reprocessing of
the neutron-to-proton ratio, could lead to fission cy-
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FIG. 1: Total ejected mass (Mej) from a MSP with
initial rotation period P disrupted by a PBH. n = 3
polytrope (red) and n = 1.5 polytrope (orange) NS
density profiles are shown. The black line indicates
ejection of 0.1 M§. The MSP period–population
distribution [47] is displayed with a dashed blue line.

cling [61, 62], thereby tying together the nuclear mass
number A = 130 and A = 195 r-process abundance
peaks. Unlike COM r-process ejecta, which will have
a wide range of neutrino exposures, entropy, and elec-
tron fraction and thereby can reproduce the solar system
r-process abundance pattern [63], the PBH scenario may
be challenged in producing the low mass, A < 100, r-
process material.

The material ejected in the PBH-NS destruction pro-
cess is heated by beta decay and fission, resulting in
thermodynamic conditions and abundances closely akin
to those in the COM-induced “tidal tail” nuclear matter
decompression that gives rise to kilonova-like electromag-
netic signatures [34–41]. This could be a more luminous
and longer duration transient compared to the classic
COM-generated kilonovae, as the ejecta in the PBH sce-
nario can have more mass than the tidal tails of COM.

The total amount of ejected r-process material in the
PBH-NS destruction process can be estimated via M

r

tot =
(F · t)N

p

ÈMejÍ, assuming that the bulk of the ejecta un-
dergoes r-process nucleosynthesis. The overall mass of r-
process material in the Galaxy is M

r,MW
tot ≥ 104 M§. The

required fraction of dark matter in the form of PBHs is
(�PBH/�

DM

) = M

r,MW
tot /((F MW

0 · t

G

)NGC
p

ÈMejÍ). If the
mass of ejected r-process material in a single event is 0.1≠
0.5 M§, the PBH capture rate 10≠5 ≠ 10≠6 Mpc≠3 yr≠1

can account for all of the r-process in the Galaxy. At
this rate, 105 NS disruption events have occurred in the
lifetime of the Galaxy.

This rate of NS disruptions in UFDs is also consistent
with the observationally inferred UFD r-process content
and with the uneven distribution of this material among
the observed UFD. Observations imply that one in ten
of UFDs have been a host to r-process nucleosynthesis

From Fuller, Kusenko, and Takhistov PRL (2017)

• Mass ejection / disk 
formation?

• Radioactively powered 
transient?

• Gamma-ray burst?

Main question: what are the EM/GW signatures?

See also Takhistov (2017)
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Neutron star equation of state

From Lattimer 2012



Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.
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From LIGO Scientific Collaboration and Virgo Collaboration, Fermi 
GBM, INTEGRAL, IceCube Collaboration, AstroSat Cadmium Zinc 
Telluride Imager Team, IPN Collaboration, The Insight-Hxmt 
Collaboration, ANTARES Collaboration, The Swift Collaboration, 
AGILE Team, The 1M2H Team, The Dark Energy Camera GW-EM 
Collaboration and the DES Collaboration, The DLT40 
Collaboration, GRAWITA: GRAvitational Wave Inaf TeAm, The 
Fermi Large Area Telescope Collaboration, ATCA: Australia 
Telescope Compact Array, ASKAP: Australian SKA Pathfinder, Las 
Cumbres Observatory Group, OzGrav, DWF (Deeper, Wider, 
Faster Program), AST3, and CAASTRO Collaborations, The 
VINROUGE Collaboration, MASTER Collaboration, J-GEM, 
GROWTH, JAGWAR, Caltech- NRAO, TTU-NRAO, and NuSTAR 
Collaborations, Pan-STARRS, The MAXI Team, TZAC Consortium, 
KU Collaboration, Nordic Optical Telescope, ePESSTO, GROND, 
Texas Tech University, SALT Group, TOROS: Transient Robotic 
Observatory of the South Collaboration, The BOOTES 
Collaboration, MWA: Murchison Widefield Array, The CALET 
Collaboration, IKI-GW Follow-up Collaboration, H.E.S.S. 
Collaboration, LOFAR Collaboration, LWA: Long Wavelength 
Array, HAWC Collaboration, The Pierre Auger Collaboration, ALMA 
Collaboration, Euro VLBI Team, Pi of the Sky Collaboration, The 
Chandra Team at McGill University, DFN: Desert Fireball Network, 
ATLAS, High Time Resolution Universe Survey, RIMAS and 
RATIR, and SKA South Africa/MeerKAT ApJL 848:L12 (2017)



Simulation: DR, Visualization: Cosima Breu (Frankfurt)LS220, 1.4 + 1.4 M

What happened?



What happened?

From Metzger & Berger 2012

• Fate of the remnant 
unknown, but likely a BH

• A short gamma-ray burst 
was launched. How?

• Radioactive of neutron 
rich ejeta powers       
UV/optical/infrared



What have we learned
about neutron stars?



Tidal effects in NS mergers

• Part of the orbital energy 
goes into tidal deformation

• Accelerated inspiral

• Imprinted on the 
gravitational waves

• Constrains dimensionless 
tidal parameter  
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low-spin case and (1.0, 0.7) in the high-spin case. Further
analysis is required to establish the uncertainties of these
tighter bounds, and a detailed studyof systematics is a subject
of ongoing work.
Preliminary comparisons with waveform models under

development [171,173–177] also suggest the post-
Newtonian model used will systematically overestimate
the value of the tidal deformabilities. Therefore, based on
our current understanding of the physics of neutron stars,
we consider the post-Newtonian results presented in this
Letter to be conservative upper limits on tidal deform-
ability. Refinements should be possible as our knowledge
and models improve.

V. IMPLICATIONS

A. Astrophysical rate

Our analyses identified GW170817 as the only BNS-
mass signal detected in O2 with a false alarm rate below
1=100 yr. Using a method derived from [27,178,179], and
assuming that the mass distribution of the components of
BNS systems is flat between 1 and 2 M⊙ and their
dimensionless spins are below 0.4, we are able to infer
the local coalescence rate density R of BNS systems.
Incorporating the upper limit of 12600 Gpc−3 yr−1 from O1
as a prior, R ¼ 1540þ3200

−1220 Gpc−3 yr−1. Our findings are

consistent with the rate inferred from observations of
galactic BNS systems [19,20,155,180].
From this inferred rate, the stochastic background of

gravitational wave s produced by unresolved BNS mergers
throughout the history of the Universe should be compa-
rable in magnitude to the stochastic background produced
by BBH mergers [181,182]. As the advanced detector
network improves in sensitivity in the coming years, the
total stochastic background from BNS and BBH mergers
should be detectable [183].

B. Remnant

Binary neutron star mergers may result in a short- or long-
lived neutron star remnant that could emit gravitational
waves following the merger [184–190]. The ringdown of
a black hole formed after the coalescence could also produce
gravitational waves, at frequencies around 6 kHz, but the
reduced interferometer response at high frequencies makes
their observation unfeasible. Consequently, searches have
been made for short (tens of ms) and intermediate duration
(≤ 500 s) gravitational-wave signals from a neutron star
remnant at frequencies up to 4 kHz [75,191,192]. For the
latter, the data examined start at the time of the coalescence
and extend to the end of the observing run on August 25,
2017. With the time scales and methods considered so far
[193], there is no evidence of a postmerger signal of

FIG. 5. Probability density for the tidal deformability parameters of the high and low mass components inferred from the detected
signals using the post-Newtonian model. Contours enclosing 90% and 50% of the probability density are overlaid (dashed lines). The
diagonal dashed line indicates the Λ1 ¼ Λ2 boundary. The Λ1 and Λ2 parameters characterize the size of the tidally induced mass
deformations of each star and are proportional to k2ðR=mÞ5. Constraints are shown for the high-spin scenario jχj ≤ 0.89 (left panel) and
for the low-spin jχj ≤ 0.05 (right panel). As a comparison, we plot predictions for tidal deformability given by a set of representative
equations of state [156–160] (shaded filled regions), with labels following [161], all of which support stars of 2.01M⊙. Under the
assumption that both components are neutron stars, we apply the function ΛðmÞ prescribed by that equation of state to the 90% most
probable region of the component mass posterior distributions shown in Fig. 4. EOS that produce less compact stars, such as MS1 and
MS1b, predict Λ values outside our 90% contour.
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Constraints from GW170817
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This is the GW data.
Can we say something more 

using the EM data?



Yes, with motivated assumptions
2

Fig. 1.— The strength of the red and blue KN signatures of a BNS merger depends on the compact remnant which forms immediately
after the merger; the latter in turn depends on the total mass of the original binary or its remnant, M

tot

, relative to the maximum NS
mass, M

max

. A massive binary (M
tot

& 1.3� 1.6M
max

) results in a prompt collapse to a BH; in such cases, the polar shock-heated ejecta
is negligible and the accretion disk outflows are weakly irradiated by neutrinos, resulting in a primarily red KN powered by the tidal ejecta
(left panel). By contrast, a very low mass binary M

tot

. 1.2M
max

creates a long-lived SMNS, which imparts its large rotational energy
& 1052 erg to the surrounding ejecta, imparting relativistic expansion speeds to the KN ejecta or producing an abnormally powerful GRB
jet (right panel). In the intermediate case, 1.2M

max

. M
tot

. 1.3 � 1.6M
max

a HMNS or short-lived SMNS forms, which produces both
blue and red KN ejecta expanding at mildly relativistic velocities, consistent with observations of GW170817.

ral (Hinderer et al. 2010; Damour & Nagar 2010; Damour
et al. 2012; Favata 2014; Read et al. 2013; Del Pozzo
et al. 2013; Agathos et al. 2015; Lackey & Wade 2015;
Chatziioannou et al. 2015) and for quasi-periodic oscilla-
tions of the post-merger remnant (e.g. Bauswein & Janka
2012; Bauswein et al. 2012; Clark et al. 2014; Bauswein
& Stergioulas 2015; Bauswein et al. 2016). Searches on
timescales of tens of ms to . 500 s post-merger revealed
no evidence for such quasi-periodic oscillations in the
GW170817(LIGO Scientific Collaboration & Virgo Col-
laboration 2017).
While the radii of NS are controlled by the properties of

the EOS near and below nuclear saturation density, the
maximum stable mass, M

max

, instead depends on the
very high density EOS. Observations of two pulsars with
gravitational masses of 1.93 ± 0.07M� (Demorest et al.
2010; Özel & Freire 2016) or 2.01± 0.04M� (Antoniadis
et al. 2013) place the best current lower bounds . How-
ever, other than the relatively unconstraining limit set
by causality, no firm theoretical or observational upper
limits exist on M

max

. Indirect, assumption-dependent
limits on M

max

exist from observations of short GRBs
(e.g. Lasky et al. 2014; Lawrence et al. 2015; Fryer et al.
2015; Piro et al. 2017) and by modeling the mass distri-
bution of NSs (e.g. Alsing et al. 2017).
Despite the large uncertainties on M

max

, it remains
one of the most important properties a↵ecting the out-
come of a BNS merger and its subsequent EM signal
(Fig. 1). If the total binary mass M

tot

exceeds a criti-
cal threshold of M

th

⇡ kM
max

, then the merger prod-
uct undergoes “prompt” dynamical-timescale collapse
to a black hole (BH) (e.g. Shibata 2005; Shibata &
Taniguchi 2006; Baiotti et al. 2008; Hotokezaka et al.

2011), where the proportionality factor k ⇡ 1.3 � 1.6
is greater for smaller values of the NS “compactness”,
C

max

= (GM
max

/c2R
1.6), where R

1.6 is the radius of a
1.6M� NS (e.g. Bauswein et al. 2013). For slightly less
massive binaries with M

tot

. M
th

, the merger instead
produces a hyper-massive neutron star (HMNS), which
is supported from collapse by di↵erential rotation (and,
potentially, by thermal support). For lower values of
M

tot

. 1.2M
max

, the merger instead produces a supra-

massive neutron star (SMNS), which remains stable even
once its di↵erential rotation is removed, as is expected to
occur . 10 � 100 ms following the merger (Baumgarte
et al. 2000; Paschalidis et al. 2012; Kaplan et al. 2014).
A SMNS can survive for several seconds, or potentially
much longer, until its rigid body angular momentum is
removed through comparatively slow processes, such as
magnetic spin-down. Finally, for an extremely low binary
mass, M

tot

. M
max

, the BNS merger produces an indef-
initely stable NS remnant (e.g. Bucciantini et al. 2012;
Giacomazzo & Perna 2013). Figure 2 shows the baryonic
mass thresholds of these possible BNS merger outcomes
(prompt collapse, HMNS, SMNS, stable) for an example
EOS as vertical dashed lines.
The di↵erent types of merger outcomes are predicted to

create qualitatively di↵erent electromagnetic (EM) sig-
nals (e.g. Bauswein et al. 2013; Metzger & Fernández
2014). In this Letter, we combine EM constraints on
the type of remnant that formed in GW170817 with GW
data on the binary mass in order to constrain the radii
and maximum mass of NSs.

2. CONSTRAINTS FROM EM COUNTERPARTS

This section reviews what constraints can be placed
from EM observations on the energy imparted by a long-

From Margalit & Metzger 2017

Assumption: no prompt BH formation —> EOS must be stiff enough
Assumption: no stable remnant —> EOS must soft enough

See also Bauswein+, Rezzolla+, Shibata+, Ruiz+ (2017)  



Our approach: no assumptions, 
use simulations.



Neutron rich outflows

DR, Galeazzi+ MRAS 460:3255 (2016)
See also Wanajo+ 2014,
Sekiguchi+ 2015, 2016, Foucart+ 2016



Neutron rich outflows

Perego, DR, Bernuzzi, arXiv:1711.03982



Kilonova modeling

Perego, DR, Bernuzzi, arXiv:1711.03982

See also: Chornock et al. 2017; Cowperthwaite et al. 2017;
Drout et al. 2017; Nicholl et al. 2017; Rosswog et al. 2017; 
Tanaka et al. 2017; Tanvir et al. 2017; Villar et al. 2017



Kilonova modeling

Perego, DR, Bernuzzi (2017)

• ~0.05 M⊙ of ejecta

• Final disk mass ≳ 0.08 M⊙

Many other papers!



10�4

10�3

10�2

10�1
M

di
sk

+
M

ej
[M

�
]

AT2017gfo

102 103

L̃

100

101

t B
H

[m
s]

BHBLf

DD2
LS220
SFHo

Simulation results

Perego, DR, Bernuzzi, arXiv:1711.03982



NS EOS constraint
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Figure 1. Remnant disk plus dynamic ejecta masses (upper
panel) and BH formation time (lower panel) plotted against the
tidal parameter ⇤̃ (Eq. 1). For models that do not collapse during
our simulation time, we give a lower limit. The horizontal dashed
line shows a conservative lower limit for AT2017gfo, 0.05M�, ob-
tained assuming that the entire disk is unbound. The vertical
dotted line is ⇤̃ = 400.

parameter ⇤̃. Our results indicate that binaries with
⇤̃ . 450 inevitably produce BHs with small . 10�2 M�
accretion disks. These cases are incompatible with the
infrared data for AT2017gfo, even under the assumption
that all of the matter left outside of the event horizon
will be ejected.
The reason for this trend is easily understood from the

lower panel of Fig. 1. The NS dimensionless quadrupo-
lar tidal parameters depend on the negative-fifth power
of the NS compactness (GM/R c2; Eq. 2). Consequently,
small values of ⇤̃ are associated with binary systems hav-
ing compact NSs that result in rapid or prompt BH for-
mation. In these cases, the collapse happens on a shorter
timescale than the hydrodynamic processes responsible
for the formation of the disk. Consequently, only a small
amount of mass is left outside of the event horizon at the
end of the simulations.
Binaries with larger values of ⇤̃ produce more mas-

sive disks, up to ⇠0.2 M�, and longer lived remnants.
In these cases, neutrino driven winds and viscous and
magnetic processes in the disk are expected to unbind
su�cient material to explain the optical and infrared ob-
servations for AT2017gfo (Perego et al. 2014; Wu et al.
2016; Siegel & Metzger 2017).

4. DISCUSSION

On the basis of our simulations we can conservatively
conclude that values of ⇤̃ smaller than 400 are excluded.
Together with the LIGO-Virgo constraints on ⇤̃ (Abbott
et al. 2017b), this result already yields a strong constraint
on the EOS.
To illustrate this, we notice that, since the chirp mass

of the binary progenitor of GW170817 is well measured,
for any given EOS the predicted ⇤̃ reduces to a simple
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Figure 2. Tidal parameter ⇤̃ (Eq. 1) as a function of the mass
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tional constraint of ⇤̃ � 400 derived from the simulations and the
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vored. EOSs are sorted for decreasing ⇤̃ at q = 1, i.e., H4 is the
sti↵est EOS in our sample, and FPS is the softest.
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We consider a set of 12 EOSs: the four used in the sim-
ulations and other eight from Read et al. (2009). We
compute ⇤̃(q) for each and show the resulting curves in
Fig. 2. There, we also show the upper bound on ⇤̃ from
the GW observations as well as the newly estimated lower
bound from the EM data. On the one hand, sti↵ EOSs,
such as H4 and HB, are already disfavored on the basis
of the GW data alone. On the other hand, EOS as soft
as FPS and APR4 are also tentatively excluded on the
basis of the EM observations6. Soft EOS commonly used
in simulations, such as SFHo and SLy, lay at the lower
boundary of the allowed region, while DD2 and BHB⇤�
are on the upper boundary.
Our results show that NR simulations are key to

exploting the potential of multimessenger observations
While GW data bounds the tidal deformability of NSs
from above, the EM data and our simulations bound it
from below. The result is a competitive constraint al-
ready after the first detection of a merger event. Our
method is general, it can be applied to future obser-
vations and used to inform the priors used in the GW
data analysis. We anticipate that, with more observa-
tions and more precise simulations, the bounds on the
tidal deformability of NSs will be further improved.
The physics setting the lower bound on ⇤̃ is well un-

derstood and under control in our simulations. How-
ever, there might still be systematic errors in our results.
Large components of the NS spins parallel to the or-
bital plane are not expected, but also not constrained

6 Note that FPS is also excluded because it predicts a maximum
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⇤̃ . 450 inevitably produce BHs with small . 10�2 M�
accretion disks. These cases are incompatible with the
infrared data for AT2017gfo, even under the assumption
that all of the matter left outside of the event horizon
will be ejected.
The reason for this trend is easily understood from the
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small values of ⇤̃ are associated with binary systems hav-
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for the formation of the disk. Consequently, only a small
amount of mass is left outside of the event horizon at the
end of the simulations.
Binaries with larger values of ⇤̃ produce more mas-

sive disks, up to ⇠0.2 M�, and longer lived remnants.
In these cases, neutrino driven winds and viscous and
magnetic processes in the disk are expected to unbind
su�cient material to explain the optical and infrared ob-
servations for AT2017gfo (Perego et al. 2014; Wu et al.
2016; Siegel & Metzger 2017).

4. DISCUSSION
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conclude that values of ⇤̃ smaller than 400 are excluded.
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Back to PBH+NS.
Can numerical relativity be 

as successful here?



Technical challenges

• Need to handle dynamical spacetimes with singularities

• A 0.01 M⊙ PBH is ~300 times smaller than a NS

• PBH dynamical time is also ~300 times faster!

• Our approach: use deeply nested AMR. Resolution for the 
PBH up to 215 (= 32,768) times finer than on base grid.

• Start with 2 M⊙ NS and a 2 M⊙ PBH and decrease PBH 
mass. Currently running 0.03215 M⊙.



3+1 formalism

• Dynamically adjusted spacetime foliation
• Solve Cauchy problem



BSSN formulation
Baumgarte, Shapiro, Shibata, and Nakamura
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Evolution of three-dimensional gravitational waves: Harmonic slicing case 

Masaru Shibata 
Department of Earth and Space Science, Faculty of Science, Osaka University, Toyonaka, Osaka 560, Japan 
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We perform numerical simulations of a three-dimensional (3D) time evolution of pure gravi- 
tational waves. We use a conformally flat and K = 0 initial condition for the evolution of the 
spacetime. We adopt several slicing conditions to check whether a long time integration is possible 
in those conditions. For the case in which the amplitude of the gravitational waves is low, a long 
time integration is possible by using the harmonic slice and the maximal slice, while in the geodesic 
slice (a  = 1) it is not possible. As in the axisymmetric case and also in the 3D case, gravitational 
waves with a sufficiently high amplitude collapse by their self-gravity and their final fates seem 
to be as black holes. In this case, the singularity avoidance property of the harmonic slice seems 
weak, so that it may be inappropriate for the formation problems of the black hole. By means of 
the gauge-invariant wave extraction technique we compute the waveform of the gravitational waves 
at an outer region. We find that the nonlinearity of Einstein gravity induces the higher multipole 
modes even if only a quadrupole mode exists initially. 

PACS number(s): 04.30.Nk 

I. INTRODUCTION 

Gravitational waves from the last three minutes of 
coalescing compact binary systems [I] (neutron-star- 
neutron-star, black-hole-neutron-star: and  black-hole- 
black-hole binaries) are one of the main targets of the 
kilometer-size laser interferometric gravitational wave de- - 
tectors such as the Laser Interferometric Gravitational 
Wave Observatory (LIGO) [2] and VIRGO [3]. These bi- 
naries first emit quasiperiodic gravitational waves. Dur- 
ing this stage, the emission time scale of gravitational 
waves is much longer than that of the orbital period, so 
that we may assume the adiabatic evolution of the bi- 
nary. However, once two stars in the binary approach up 
to 6-8 M ,  where M is the total mass of the binary, they 
cannot maintain the circular orbit because the centrifu- 
gal force cannot be balanced with the strong relativistic 
gravity [4] or tidal force [5]. At this stage, the circular 
orbit of the binary changes to the plunge one, and finally 
they emerge and will become a rotating black hole in a 
few milliseconds. In such a phase, i.e., in the last three 
milliseconds of a coalescing binary, many gravitational 
waves will be emitted violently [6], and these gravita- 
tional waves reflect the strong field and the 
fast motion of the matter there. Hence, if we can detect 
such gravitational waves by LIGO and VIRGO, we will 
be able to see a strong gravitational field. 

Such gravitational waves, however, have a frequency of 
N kHz, SO that the sensitivity of the laser interferomet- 
ric detectors will not be so high (the signal-to-noise ratio 
is at  most 10) even for advanced LIGO [2]. To confirm 
the detection of such a signal of .gravitational waves, we 
had better prepare a theoretical template of gravitational 
waves which can be compared with the detected signal of 

gravitational waves. Here, any approximations in general 
relativity break down to calculate gravitational waves a t  
the binary merging. We must solve the fully general rel- 
ativistic equations, which can be done only by a three- 
dimensional (3D) numerical simulation. This paper is an 
effort toward the success of such simulations. 

In 3D numerical relativity, there are several points to 
be developed. One of them is the choice of an appropri- 
ate spatial gauge and slicing condition, and another is 
the establishment of the method to extract gravitational 
waves from the 3D metric. As for the spatial gauge, we 
require that it should be free from an appearance of co- 
ordinate singularity as well as that it deletes the spurious 
gauge modes. The minimal distortion (MD) gauge was 
proposed by Smarr and York [7] seventeen years ago as 
a spatial gauge which has the required property. How- 
ever, to adopt i t ,  we must solve the complicated vector 
Laplacian equation and no one has tried to use it except 
in spherically symmetric calculations. Recently, one of 
us (T.N.) used a similar type gauge condition (which we 
call a pseudominimal shear gauge) for test simulations of 
merging binary neutron stars, rotating core collapse, and 
the head on collision of two black holes, and made sure 
that this type of gauge condition is a good one [8]. 

As for a slicing condition, we require that it should 
have the following two properties: the first is a singu- 
larity avoidance property, and the second is that a long 
time integration is possible by using it. The maximal 
slice (K = 0, where K is the trace part of the extrinsic 
curvature) is a well-known slicing condition which has 
the singularity avoidance property. However, to adopt 
this slicing condition, we need to solve a 3D elliptical 
equation that is sornewhat time consuming. Shibata and 
Nakamura proposed the conformal slice which seems to 
be appropriate in order to see gravitational waves in the 
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Numerical integration of Einstein’s field equations
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Many numerical codes now under development to solve Einstein’s equations of general relativity in (3
11)-dimensional spacetimes employ the standard ADM form of the field equations. This form involves
evolution equations for the raw spatial metric and extrinsic curvature tensors. Following Shibata and Naka-
mura, we modify these equations by factoring out the conformal factor and introducing three ‘‘connection
functions.’’ The evolution equations can then be reduced to wave equations for the conformal metric compo-
nents, which are coupled to evolution equations for the connection functions. We evolve small amplitude
gravitational waves and make a direct comparison of the numerical performance of the modified equations with
the standard ADM equations. We find that the modified form exhibits much improved stability.
@S0556-2821~98!08124-7#

PACS number~s!: 04.25.Dm, 02.60.Jh, 04.30.Nk

I. INTRODUCTION

The physics of compact objects is entering a particularly
exciting phase, as new instruments can now yield unprec-
edented observations. For example, there is evidence that the
Rossi X-ray Timing Explorer has identified the innermost
stable circular orbit around an accreting neutron star @1#.
Also, the new generation of gravitational wave detectors un-
der construction, including the Laser Interferometric Gravi-
tational Wave Observatory ~LIGO!, VIRGO, GEO and
TAMA, promise to detect, for the first time, gravitational
radiation directly ~see, e.g., @2#!.
In order to learn from these observations ~and, in the case

of the gravitational wave detectors, to dramatically increase
the likelihood of detection!, one has to predict the observed
signal from theoretical modeling. The most promising candi-
dates for detection by the gravitational wave laser interfer-
ometers are the coalescences of black hole and neutron star
binaries. Simulating such mergers requires self-consistent,
numerical solutions to Einstein’s field equations in 3 spatial
dimensions, which is extremely challenging. While several
groups, including two ‘‘Grand Challenge Alliances’’ @3#,
have launched efforts to simulate the coalescence of compact
objects ~see also @4,5#!, the problem is far from being solved.
Before Einstein’s field equations can be solved numeri-

cally, they have to be cast into a suitable initial value form.
Most commonly, this is done via the standard 311 decom-
position of Arnowitt, Deser and Misner ~ADM @6#!. In this
formulation, the gravitational fields are described in terms of
spatial quantities ~the spatial metric and the extrinsic curva-
ture!, which satisfy some initial constraints and can then be
integrated forward in time. The resulting ‘‘ġ2K̇’’ equations
are straightforward, but do not satisfy any known hyperbo-
licity condition, which, as it has been argued, may cause
stability problems in numerical implementations. Therefore,
several alternative, hyperbolic formulations of Einstein’s
equations have been proposed @7–12#. Most of these formu-
lations, however, also have disadvantages. Several of them

introduce a large number of new, first order variables, which
take up large amounts of memory in numerical applications
and require many additional equations. Some of these formu-
lations require taking derivatives of the original equations,
which may introduce further inaccuracies, in particular if
matter sources are present. It has been widely debated if such
hyperbolic formulations have computational advantages
@13#; their performance has yet to be compared directly with
that of the original ADM equations. Accordingly, it is not yet
clear if or how much the numerical behavior of the ADM
equations suffers from their non-hyperbolicity.
In this paper, we demonstrate by means of a numerical

experiment and a direct comparison that the standard imple-
mentation of the ADM system of equations, consisting of
evolution equations for the bare metric and extrinsic curva-
ture variables, is more susceptible to numerical instabilities
than a modified form of the equations based on a conformal
decomposition as suggested by Shibata and Nakamura @14#.
We will refer to the standard, ‘‘ġ2K̇’’ form of the equations
as ‘‘system I’’ ~see Sec. II A below!. We follow Shibata and
Nakamura and modify these original ADM equations by fac-
toring out a conformal factor and introducing a spatial field
of connection functions @‘‘system II;’’ see Sec. II B below#.
The conformal decomposition separates ‘‘radiative’’ vari-
ables from ‘‘nonradiative’’ ones in the spirit of the ‘‘York-
Lichnerowicz’’ split @15,16#. With the help of the connection
functions, the Ricci tensor becomes an elliptic operator act-
ing on the components of the conformal metric. The evolu-
tion equations can therefore be reduced to a set of wave
equations for the conformal metric components, which are
coupled to the evolution equations for the connection func-
tions. These wave equations reflect the hyperbolic nature of
general relativity, and can also be implemented numerically
in a straightforward and stable manner.
We evolve low amplitude gravitational waves in pure

vacuum spacetimes, and directly compare systems I and II
for both geodesic slicing and harmonic slicing. We find that
system II is not only more appealing mathematically, but
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Gauge conditions: punctures 3

lows that the timelike trajectory remains in region III.
The spacelike slices must also extend into region III.

The argument above shows that the puncture point,
which begins at spacelike infinity in region III, must re-
main in region III throughout its evolution. All of the
slices evolved from v = 0 begin in region III and end in
region I. With a positive lapse these slices cannot reach
a stationary state.

These results are confirmed by numerical tests. The
tests described below are carried out with a BSSN code
that assumes spherical symmetry. The code is based
on a generalization of the BSSN formulation that does
not assume det(g̃ab) = 1.[20] The evolved data include
the components g̃rr and g̃✓✓ of the conformal metric, the
“chi version” of the conformal factor � ⌘ 1/ 4, the trace
of the extrinsic curvature K, the component Ãrr of the
trace–free part of the extrinsic curvature, and the con-
formal connection function �̃r. The lapse function ↵ is
determined by the 1+log slicing condition Eq. (1). Each
of these variables, along with the shift vector component
�r, is a function of time t and radial coordinate r. The
initial metric is given in Eq. (5). The finite di↵erence
grid is cell centered with grid points rj = (j�1/2)�r for
j = 1, 2, . . .. The puncture is located at r = 0. The code
also tracks the Kruskal–Szekeres coordinates u and v of
each grid point; this allows the slices to be displayed in
a Kruskal–Szekeres or Penrose diagram. Further details
of the 1-D code are described in Ref. [21].

Figure 2 shows the slice at time t = 3M as a curve
just below the future singularity on the Kruskal–Szekeres
diagram. The slice begins in region III and ends in region
I. This slice was obtained by evolving the initial data v =
0 with initial lapse function ↵ = 1. For this simulation
the shift vector was set to zero for all time. The reflection
symmetry about the v–axis is evident. The heavy dots in
Fig. 2 show the locations of grid points obtained from a
second simulation, identical to the first except for the use
of the �–driver shift condition. For clarity of presentation
only every other grid point is displayed, beginning with
grid point j = 2. The resolution used for both of these
runs was �r = M/50; this is comparable to the highest
resolutions used in current 3D codes.

With the �–driver shift, the left–hand side of the
Kruskal–Szekeres diagram is almost completely devoid
of grid points by t = 3M . The asymmetry in the distri-
bution of grid points occurs for two reasons. First, the
grid points in the initial data are distributed uniformly
in r, not in u. With an outer boundary at, say, 100M ,
only 0.5% of the grid points start in the left half of the
Kruskal–Szekeres diagram. Second, with the �–driver
condition the shift vector quickly develops �r ⇠ r behav-
ior near the puncture. Since the conformal factor diverges
like 1/r, the magnitude of the shift vector behaves likep
�r 4g̃rr�r ⇠ 1/r. Due to its large magnitude at small

r, the shift vector quickly drives the grid points in region
III toward the black hole interior.

The spherically symmetric code di↵ers from current
three–dimensional black hole codes in one important re-
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FIG. 2: Slice at t = 3M for vanishing shift (solid curve) and
�–driver shift (dots).

spect: with the spherically symmetric code the puncture
point r = 0 is a boundary of the computational domain.
In most contexts, the choice of boundary conditions will
a↵ect the evolution of the fields in the bulk. For puncture
evolution, however, the results are found to be insensi-
tive to the choice of boundary conditions at r = 0. This
is most likely due to that fact that, with the �–driver
shift condition, the grid points near the puncture quickly
acquire superluminal speeds as they are drawn into the
black hole interior. The grid points continue to evolve
along spacelike trajectories that approximate the orbits
of the Killing vector field. It follows that at the bound-
ary r = 0 all of the physical characteristics are directed
from interior to exterior (toward the left in the Kruskal–
Szekeres diagram). As a result one would not expect
conditions imposed at r = 0 to influence the evolution of
the geometry.

With the spherically symmetric code we can easily in-
crease the resolution well beyond the value used in the
simulations of Fig. 2. This is an e↵ective way to coun-
teract the sparsity of grid points in region III in the ini-
tial data. For example, with �r = M/50 and the outer
boundary at 100M there are only 25 grid points with
initial values u < 0. We can increase this by a factor
of ten or more and still maintain reasonably short run
times. However, a straightforward increase in resolution
is not very e↵ective in counteracting the movement of
grid points caused by the �–driver shift condition. At
resolutions as high as �r = M/6400 the shift vector still
drives all of the grid points into the black hole interior
within a time of a few M . See Fig. 3. After all of the grid
points have left region III, the lapse and shift can settle
into a stationary state where the time flow vector field
tµ = ↵nµ + �µ coincides with the Killing vector field.

For higher resolutions the time required for all of the
grid points from region III to be driven into the black hole
interior increases, as seen in Fig. 3. In the limit of infi-
nite resolution, the grid points at any finite time would
stretch from region III to region I, crossing the black hole
interior like the curve in Fig. 2. At infinite resolution the
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• Singularity avoidance
• Non-stationary evolution



WhiskyTHC
http://www.astro.princeton.edu/~dradice/whiskythc.html

THC: Templated Hydrodynamics Code

! Full-GR, dynamical spacetime

! Nuclear EOS

! Effective neutrino treatment

! High-order hydrodynamics

! Open source!



Adaptive mesh refinement



Preliminary results



PBH+NS: M = 2 M⊙



PBH+NS: M = 0.125 M⊙



PBH+NS: M = 0.0625 M⊙



Conclusions & outlook

• Numerical relativity is a powerful tool for multimessenger 
astronomy

• The implosion of NS by PBH can produce a substantial 
amount of r-process material

• Expect a slowly evolving red kilonova


