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Stellar spectroscopy

• Information in absorption & emission lines


• Infer stellar parameters; abundances



Stellar spectroscopy

• Prone to systematic modelling errors


• 1D vs 3D; LTE vs non-LTE



1D vs 3D

Observations (SST) 3D simulation (Collet+ 2018)



1D vs 3D
HD 122563: A 3D abundance analysis 13

Figure 7. Spatially resolved bolometric intensity pattern from the 48-bin 10082⇥504 surface convection simulation of HD 122563.

temperature, meaning that the upper atmospheric layers would end
up being even cooler.

We have carried out a number of similar tests to study the re-
sponse of the simulation’s physical structure to di�erent choices of
number of opacity bins. Figure 9, left panel, shows the temperature
stratifications resulting from di�erent opacity binning realisations
based on the same opacity data as the 48-bin [Fe/H] = �2.5 simula-
tion. By carefully calibrating the binning, it is possible to achieve the
same average stratification as the 48-bin simulation with only twelve
bins. However, we also show that a generic alternate binning reali-
sation with twelve bins can lead to temperature di�erences of about
100 K in the uppermost atmospheric layers (log ⌧5000 Å . �2.5)
with respect to our reference 48-bin simulation. The four-bin realisa-

tion provides a reasonably good agreement with both the 48-bin and
twelve-bin cases, considering the inherently much more simplified
opacity binning representation. However, the four-bin simulation
also results in cooler layers immediately above the optical surface
(�2.5 . log ⌧5000 Å . 0.0), hence a slightly steeper temperature
gradient near continuum-forming regions, which, to first order, in
LTE, would cause synthetic spectral lines to appear stronger.

Figure 9, right panel, illustrates the results of a study of the
response of the mean temperature stratification to changes in the
assumed chemical mixture, line opacity data (OS or ODFs), and
binning criterion for opacity strength. in order to keep the analy-
sis simple, we only consider opacity binning configurations with
four bins in our tests, but nonetheless compare the results with the
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Observations (SST) 3D simulation (Collet+ 2018)



1D vs 3D

Observations (SST) 1D simulation



3D granulation effects
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LTE vs non-LTE

• Need some model for energy partitioning


• Local thermodynamic equilibrium (LTE): neglect radiation

e− E
kT ?
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LTE vs non-LTE

• Non-thermal radiation field


• Variation with granulation features ==> 3D non-LTE

Gas Temp. Radiation Temp. / Gas Temp.

movie credit: T. Nordlander



Non-LTE model atoms

• Ongoing work on improving atomic data and building 
realistic model atoms

Radiation

Collisions

4314 K. Lind et al.

Figure 2. The complete Fe model atom without fine structure. Fe I levels are shown below the dashed line, which indicates the first ionization potential, and
the associated terms are listed at the bottom x-axis. The Fe II levels considered in this work are shown above the dashed line and the associated terms are listed
in the top axis. Even parity terms are displayed in red and odd parity terms in blue. The left-hand panel shows all radiative bound–bound transitions and the
right-hand panel shows all bound–free transitions.

Figure 3. Same as in Fig. 2, but for the reduced model atom used for 3D NLTE calculations. Merged levels are indicated with longer horizontal lines.

elsewhere (Bautista & Lind, in preparation). This calculation is con-
siderably larger and more accurate than our previous computations
of atomic data in Bautista (1997). We use the total, not partial, pho-
toionization cross-sections in our model atom to limit the number
of bound–free transitions. Each Fe I level is thus bound to a single
Fe II level, as shown in Fig. 3.

2.2.4 Electron collisions

We adopt the results of Zhang & Pradhan (1995), who used the
R-matrix method to compute collision rates between electrons and
18 low-excitation states of singly ionized Fe. When not available
for bound–bound and bound–free electron impact collisions, we
follow the semi-empirical recipes given by Allen (2000) for Fe I

and Fe II, which are originally from van Regemorter (1962) and
Bely & van Regemorter (1970). The same formula was used for
optically allowed and forbidden transitions, assuming f = 0.005
for the latter, which gives the two types of transitions with similar
efficiencies. A comparison between rate coefficients computed by
van Regmorter and Zhang & Pradhan (1995) for bound–bound Fe II

transitions gives a root-mean-square deviation of 0.6 dex in the

temperature interval 3000–10 000 K. For bound–free transitions,
Allen (2000) mentions a probable uncertainty of 0.3 dex. We note
that more recent collisional data for Fe II now exist and should
be used for NLTE calculations (Bautista et al. 2015). For the Sun,
NLTE effects on Fe II lines are insignificant, so the new data would
not influence our results.

2.2.5 Hydrogen collisions

Collision rates for excitation processes, Fe(α2S + 1L) + H(1s) →
Fe(α′2S′+1L′) + H(1s), and charge transfer processes, Fe(α2S + 1L) +
H(1s) → Fe+(α′2S′+1L′) + H− , due to low-energy hydrogen atom
collisions on neutral iron have been calculated with the asymptotic
two-electron method presented by Barklem (2016). The calculation
used here includes 138 states of Fe I, and 11 cores of Fe II, leading to
the consideration of 17 symmetries of the FeH molecule. These data
will be the subject of a future publication (Barklem, in preparation).

For transitions with no data available, we approximated values
using robust fits to the behaviour of the (logarithmic) quantum
mechanical rate coefficients with transition energy at a given
temperature. Linear fits were used for de-excitation rates and
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Validation

• Test on Sun and on benchmark stars (CLV; excitation/
ionisation balance) — e.g. Pereira+2013, Amarsi+2016


• As good or better than 1D/LTE, w/o free parameters

4312 K. Lind et al.

Table 1. Summary of the observational configuration. Columns A–C give the wavelength band of each of the three spectrographic cameras. # represents
the number of pointings.

Set A B C # µ # µ # µ # µ # µ

(Å) (Å) (Å)

1 5366–5377 6147–6159 8710–8728 6 0.201 4 0.380 7 0.600 7 0.802 4 1.0000
±0.007 ±0.032 ±0.014 ±0.005 ±0.0005

2 5378–5390 6159–6172 8727–8744 7 0.205 7 0.393 7 0.604 6 0.803 12 1.0000
±0.005 ±0.019 ±0.009 ±0.005 ±0.0003

3 8656–8668 7825–7842 8691–8708 16 0.203 16 0.397 19 0.603 20 0.801 9 1.0000
±0.006 ±0.027 ±0.006 ±0.004 ±0.0005

predictions with the observed centre-to-limb variation of iron lines
in the Sun.

Nordlund (1984, 1985) pioneered the investigation of NLTE line
formation of iron in 3D hydrodynamical model atmospheres more
than three decades ago. The first paper studied the departure of
Fe I–Fe II from Saha ionization balance and reported significant
(0.2 dex) overionization of the neutral species. The second paper
used a two-level Fe I atom, coupled to a Fe II continuum, and
predicted significant line weakening of the example Fe I line at
5225 Å due to a superthermal source function.

Shchukina & Trujillo Bueno (2001) later studied NLTE line for-
mation in a hydrodynamical model of the Sun in the so-called
1.5D approximation, neglecting horizontal radiative transfer. They
used a 248-level Fe I+Fe II atom and concluded that NLTE effects
vary strongly with the granulation pattern and the Fe I line proper-
ties, with a net NLTE correction to Fe I line abundances of up to
+0.12 dex for the lowest excitation lines. The only previous work
investigating NLTE line formation of iron in the Sun using a multi-
level atom and full 3D radiative transfer is the series by Holzreuter
& Solanki (2012, 2013, 2015), in which the authors rigorously com-
pared synthetic line profiles generated under different assumptions.
However, they were limited to using a strongly simplified 23-level
atom and made no quantitative comparison to observations. These
earlier studies have in common that they included only experimen-
tally known energy levels of iron and neglected the influence of
hydrogen collisions on the statistical equilibrium, both of which
exaggerate the NLTE effects.

We present full 3D NLTE calculations using a comprehensive
463-level atom with realistic atomic data to enable a direct com-
parison to the most constraining observations possible, i.e. high
spectral resolution and high signal-to-noise (S/N) observations of
the Sun at different viewing angles. The paper is divided in the fol-
lowing sections. Section 2 outlines the observations, the assembly
and reduction of the model atom, and the method used for spectral
synthesis. Section 3 presents the results for the solar centre-to-
limb variation of iron lines and the solar iron abundance. Section 4
summarizes our conclusions.

2 M E T H O D

2.1 Observations

We acquired spectroscopic data with high spatial and spectral reso-
lution using the TRIPPEL (Kiselman et al. 2011) instrument at the
Swedish 1-m Solar Telescope (SST; Scharmer et al. 2003) on La
Palma. The observing campaign lasted from 2011 June 23 to 2011
July 8.

Three spectrographic cameras and three imaging cameras were
operated simultaneously. Three different set-ups were used, result-

Figure 1. Overview of the SST pointings on the solar disc, inclined by
the heliographic latitude of the observer. The blue circles mark the targeted
µ-angles and µ = 0.999 for reference.

ing in a total of nine spectral windows with wavelength bands speci-
fied in Table 1. Two slit-jaw cameras recorded simultaneous images
at approximately 5320 and 6940 Å, respectively. The third camera
was used to monitor the magnetic activity of the region with a 1.1 Å
filter centred on the Ca II H line. Five different heliocentric angles on
the solar disc were targeted, corresponding to µ ≡ cos θ = 0.2, 0.4,
0.6, 0.8 and 1.0, where θ is the angle between the ray direction and
the surface normal. The number of observations at each pointing is
listed in Table 1, discarding exposures that failed due to suspected
tracking problems (usually due to very bad seeing), or regions with
obvious activity as deemed from the Ca II H core emission.

The intensity contrast peaks at disc centre and exposures were
made while scanning the spectroscopic slit over a small region in
order to reduce the imprint of the local granulation pattern. At other
pointings, the slit position was held fixed and aligned parallel to the
closest part of the solar limb. The telescope field rotation caused the
actual position selected in this way to depend on the time of day,
as is evident in Fig. 1. Of the two possible choices for a specific
µ value and time of day, the one showing the least activity was
preferred.

For the µ = 0.2 pointings, the position of the slit could be mea-
sured accurately using the slit-jaw images, which include the solar
limb. For the other pointings, µ was determined from the output
of the telescope tracking system. In order to get the readings as
accurate as possible, frequent calibrations by pointing at the limb at
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Figure 5. Normalized observed (bullets) and synthetic (red lines) centre-
to-limb profiles for two iron lines, where the numbers below each spectrum
correspond to the approximate µ-angle. The synthetic line profiles have
been computed in 3D NLTE and the iron abundance has been calibrated
for each line to match the disc centre intensity. The calibrated abundance
used for synthesis is indicated at the bottom of each panel. Both observed
and synthetic spectra have been radial-velocity corrected so that the line
centres coincide with the rest wavelength. Spectra for µ ≥ 0.4 have been
incrementally offset vertically by +0.2.

simulation with the STAGGER code (e.g. Stein & Nordlund 1998;
Collet, Magic & Asplund 2011; Magic et al. 2013). A detailed de-
scription of the updated simulation run will be given in a future paper
(Amarsi et al., in preparation). The snapshots were resized from their
original 240 × 240 × 230 resolution to 60 × 60 × 101, as described
and tested for an earlier solar simulation by e.g. Amarsi & Asplund
(2017). The physical sizes of the snapshots are 6 × 6 × 1.5 Mm.

In addition to LTE and NLTE line profiles computed with MULTI3D,
we computed line profiles from a larger number of 15 snapshots in
LTE using SCATE (Hayek et al. 2011). Subtle differences, of the or-
der of 2–3 per cent, were noticed in the centre-to-limb behaviour
of equivalent widths between the two codes, with the latter more
closely resembling observations. We therefore computed our final
NLTE profiles by multiplying the NLTE/LTE profile ratio found by
MULTI3D with the LTE profiles computed by SCATE. The average ef-
fective temperature of the 15 snapshots is 5776 ± 16 K, close enough
for our purposes to the nominal Teff = 5772 K (Prša et al. 2016).
Observed and best-fit synthetic NLTE spectra are shown in Fig.5,
for two Fe lines (see further Sect. 3.1).

3 R ESULTS AND DISCUSSION

It is well known that level populations of Fe do not strongly depart
from LTE in the line-forming regions of the Sun and NLTE effects
on line strengths are therefore small (e.g. Mashonkina et al. 2011;
Bergemann et al. 2012). The ⟨3D⟩ solar model predicts significant
overionization of Fe I to be important only at very optically thin
layers (log(τ500 nm) < − 3.5), while overrecombination barely dom-
inates in deeper layers (− 2 < log(τ500 nm) < − 3), and even deeper
layers are fully thermalized. Line strengths are typically affected
by less than 0.01 dex. In full 3D, the NLTE effects vary with the
convection pattern and all but the highest excited levels experience
underpopulation in the up-flowing granules and overpopulation in
the intergranular lanes (Fig. 6). This variation is expected given
the much steeper temperature gradients of the granules and the be-
haviour is qualitatively similar to that found by Shchukina & Trujillo

Figure 6. The coloured image and bar on the right-hand side represent the
NLTE/LTE equivalent width ratio of Fe I 6151 Å at disc centre for a single
snapshot from the solar convection simulation. In the up-flowing granules,
overionization causes the line to weaken in NLTE, while the intergranular
lanes display the opposite effect. The y-axis on the left-hand side indicates
the spatial scale.

Bueno (2001), although they predict stronger overionization overall.
This difference is likely due to the model atoms; our atom contains
many more highly excited levels and collisions with neutral hydro-
gen, which strengthen the collisional coupling between Fe I and
the Fe II reservoir and reduces NLTE effects. The surface variation
can also be compared to the NLTE effects of Li I, Na I, Mg I and
Ca I in metal-poor stars (Asplund, Carlsson & Botnen 2003; Lind
et al. 2013; Nordlander et al. 2016). The net effect from our 3D
NLTE modelling is more overionization of Fe I compared to the
⟨3D⟩ model and low-excitation lines in particular are substantially
weakened. In Section 3.2, we describe how these effects propagate
into iron abundance corrections.

For three Fe I lines, we can compare our predicted NLTE effects
with those of Holzreuter & Solanki (2013). Their fig. 8 shows his-
tograms of the equivalent width ratios between LTE and NLTE at
each pixel in the x–y plane for Fe I 5250, 6301 and 6302 Å. For the
bluer line, which has low-excitation potential, we find a mean ratio
of +4 per cent; significantly less than their +15 per cent. For the
redder lines, we find − 1 per cent, compared to their +1 per cent.
Again, differences in model atom structure and adopted colli-
sional cross-sections are most likely responsible for their stronger
overionization.

3.1 Centre-to-limb variation

After performing an assessment of blends, we selected 11 iron
lines, including one Fe II line, within the SST wavelength ranges
(see Table 2). The 10 Fe I lines span a wide range in wavelength
and strength, but unfortunately a narrow range in the lower level
excitation potential. As mentioned above, low-excitation lines are
most sensitive to NLTE effects, but the only observed line, 5371 Å,
connected to a level below 2 eV in our wavelength regions is too
blended to have a diagnostic value and we therefore excluded it.

The centre-to-limb behaviour is depicted in Fig. 7. The observed
data points correspond to average equivalent widths measured at
each µ-angle and the vertical error bars to the standard deviation
of the individual pointings added to an estimated 0.5 per cent error
due to continuum placement. Equivalent widths were measured by
direct integration within wavelength ranges that were considered
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• As good or better than 1D/LTE, w/o free parameters

4312 K. Lind et al.

Table 1. Summary of the observational configuration. Columns A–C give the wavelength band of each of the three spectrographic cameras. # represents
the number of pointings.
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predictions with the observed centre-to-limb variation of iron lines
in the Sun.

Nordlund (1984, 1985) pioneered the investigation of NLTE line
formation of iron in 3D hydrodynamical model atmospheres more
than three decades ago. The first paper studied the departure of
Fe I–Fe II from Saha ionization balance and reported significant
(0.2 dex) overionization of the neutral species. The second paper
used a two-level Fe I atom, coupled to a Fe II continuum, and
predicted significant line weakening of the example Fe I line at
5225 Å due to a superthermal source function.

Shchukina & Trujillo Bueno (2001) later studied NLTE line for-
mation in a hydrodynamical model of the Sun in the so-called
1.5D approximation, neglecting horizontal radiative transfer. They
used a 248-level Fe I+Fe II atom and concluded that NLTE effects
vary strongly with the granulation pattern and the Fe I line proper-
ties, with a net NLTE correction to Fe I line abundances of up to
+0.12 dex for the lowest excitation lines. The only previous work
investigating NLTE line formation of iron in the Sun using a multi-
level atom and full 3D radiative transfer is the series by Holzreuter
& Solanki (2012, 2013, 2015), in which the authors rigorously com-
pared synthetic line profiles generated under different assumptions.
However, they were limited to using a strongly simplified 23-level
atom and made no quantitative comparison to observations. These
earlier studies have in common that they included only experimen-
tally known energy levels of iron and neglected the influence of
hydrogen collisions on the statistical equilibrium, both of which
exaggerate the NLTE effects.

We present full 3D NLTE calculations using a comprehensive
463-level atom with realistic atomic data to enable a direct com-
parison to the most constraining observations possible, i.e. high
spectral resolution and high signal-to-noise (S/N) observations of
the Sun at different viewing angles. The paper is divided in the fol-
lowing sections. Section 2 outlines the observations, the assembly
and reduction of the model atom, and the method used for spectral
synthesis. Section 3 presents the results for the solar centre-to-
limb variation of iron lines and the solar iron abundance. Section 4
summarizes our conclusions.

2 M E T H O D

2.1 Observations

We acquired spectroscopic data with high spatial and spectral reso-
lution using the TRIPPEL (Kiselman et al. 2011) instrument at the
Swedish 1-m Solar Telescope (SST; Scharmer et al. 2003) on La
Palma. The observing campaign lasted from 2011 June 23 to 2011
July 8.

Three spectrographic cameras and three imaging cameras were
operated simultaneously. Three different set-ups were used, result-

Figure 1. Overview of the SST pointings on the solar disc, inclined by
the heliographic latitude of the observer. The blue circles mark the targeted
µ-angles and µ = 0.999 for reference.

ing in a total of nine spectral windows with wavelength bands speci-
fied in Table 1. Two slit-jaw cameras recorded simultaneous images
at approximately 5320 and 6940 Å, respectively. The third camera
was used to monitor the magnetic activity of the region with a 1.1 Å
filter centred on the Ca II H line. Five different heliocentric angles on
the solar disc were targeted, corresponding to µ ≡ cos θ = 0.2, 0.4,
0.6, 0.8 and 1.0, where θ is the angle between the ray direction and
the surface normal. The number of observations at each pointing is
listed in Table 1, discarding exposures that failed due to suspected
tracking problems (usually due to very bad seeing), or regions with
obvious activity as deemed from the Ca II H core emission.

The intensity contrast peaks at disc centre and exposures were
made while scanning the spectroscopic slit over a small region in
order to reduce the imprint of the local granulation pattern. At other
pointings, the slit position was held fixed and aligned parallel to the
closest part of the solar limb. The telescope field rotation caused the
actual position selected in this way to depend on the time of day,
as is evident in Fig. 1. Of the two possible choices for a specific
µ value and time of day, the one showing the least activity was
preferred.

For the µ = 0.2 pointings, the position of the slit could be mea-
sured accurately using the slit-jaw images, which include the solar
limb. For the other pointings, µ was determined from the output
of the telescope tracking system. In order to get the readings as
accurate as possible, frequent calibrations by pointing at the limb at

MNRAS 468, 4311–4322 (2017)Downloaded from https://academic.oup.com/mnras/article-abstract/468/4/4311/3091007
by MPI Astronomy user
on 05 December 2017

Lind, Amarsi+ 2017

4316 K. Lind et al.

Figure 5. Normalized observed (bullets) and synthetic (red lines) centre-
to-limb profiles for two iron lines, where the numbers below each spectrum
correspond to the approximate µ-angle. The synthetic line profiles have
been computed in 3D NLTE and the iron abundance has been calibrated
for each line to match the disc centre intensity. The calibrated abundance
used for synthesis is indicated at the bottom of each panel. Both observed
and synthetic spectra have been radial-velocity corrected so that the line
centres coincide with the rest wavelength. Spectra for µ ≥ 0.4 have been
incrementally offset vertically by +0.2.

simulation with the STAGGER code (e.g. Stein & Nordlund 1998;
Collet, Magic & Asplund 2011; Magic et al. 2013). A detailed de-
scription of the updated simulation run will be given in a future paper
(Amarsi et al., in preparation). The snapshots were resized from their
original 240 × 240 × 230 resolution to 60 × 60 × 101, as described
and tested for an earlier solar simulation by e.g. Amarsi & Asplund
(2017). The physical sizes of the snapshots are 6 × 6 × 1.5 Mm.

In addition to LTE and NLTE line profiles computed with MULTI3D,
we computed line profiles from a larger number of 15 snapshots in
LTE using SCATE (Hayek et al. 2011). Subtle differences, of the or-
der of 2–3 per cent, were noticed in the centre-to-limb behaviour
of equivalent widths between the two codes, with the latter more
closely resembling observations. We therefore computed our final
NLTE profiles by multiplying the NLTE/LTE profile ratio found by
MULTI3D with the LTE profiles computed by SCATE. The average ef-
fective temperature of the 15 snapshots is 5776 ± 16 K, close enough
for our purposes to the nominal Teff = 5772 K (Prša et al. 2016).
Observed and best-fit synthetic NLTE spectra are shown in Fig.5,
for two Fe lines (see further Sect. 3.1).

3 R ESULTS AND DISCUSSION

It is well known that level populations of Fe do not strongly depart
from LTE in the line-forming regions of the Sun and NLTE effects
on line strengths are therefore small (e.g. Mashonkina et al. 2011;
Bergemann et al. 2012). The ⟨3D⟩ solar model predicts significant
overionization of Fe I to be important only at very optically thin
layers (log(τ500 nm) < − 3.5), while overrecombination barely dom-
inates in deeper layers (− 2 < log(τ500 nm) < − 3), and even deeper
layers are fully thermalized. Line strengths are typically affected
by less than 0.01 dex. In full 3D, the NLTE effects vary with the
convection pattern and all but the highest excited levels experience
underpopulation in the up-flowing granules and overpopulation in
the intergranular lanes (Fig. 6). This variation is expected given
the much steeper temperature gradients of the granules and the be-
haviour is qualitatively similar to that found by Shchukina & Trujillo

Figure 6. The coloured image and bar on the right-hand side represent the
NLTE/LTE equivalent width ratio of Fe I 6151 Å at disc centre for a single
snapshot from the solar convection simulation. In the up-flowing granules,
overionization causes the line to weaken in NLTE, while the intergranular
lanes display the opposite effect. The y-axis on the left-hand side indicates
the spatial scale.

Bueno (2001), although they predict stronger overionization overall.
This difference is likely due to the model atoms; our atom contains
many more highly excited levels and collisions with neutral hydro-
gen, which strengthen the collisional coupling between Fe I and
the Fe II reservoir and reduces NLTE effects. The surface variation
can also be compared to the NLTE effects of Li I, Na I, Mg I and
Ca I in metal-poor stars (Asplund, Carlsson & Botnen 2003; Lind
et al. 2013; Nordlander et al. 2016). The net effect from our 3D
NLTE modelling is more overionization of Fe I compared to the
⟨3D⟩ model and low-excitation lines in particular are substantially
weakened. In Section 3.2, we describe how these effects propagate
into iron abundance corrections.

For three Fe I lines, we can compare our predicted NLTE effects
with those of Holzreuter & Solanki (2013). Their fig. 8 shows his-
tograms of the equivalent width ratios between LTE and NLTE at
each pixel in the x–y plane for Fe I 5250, 6301 and 6302 Å. For the
bluer line, which has low-excitation potential, we find a mean ratio
of +4 per cent; significantly less than their +15 per cent. For the
redder lines, we find − 1 per cent, compared to their +1 per cent.
Again, differences in model atom structure and adopted colli-
sional cross-sections are most likely responsible for their stronger
overionization.

3.1 Centre-to-limb variation

After performing an assessment of blends, we selected 11 iron
lines, including one Fe II line, within the SST wavelength ranges
(see Table 2). The 10 Fe I lines span a wide range in wavelength
and strength, but unfortunately a narrow range in the lower level
excitation potential. As mentioned above, low-excitation lines are
most sensitive to NLTE effects, but the only observed line, 5371 Å,
connected to a level below 2 eV in our wavelength regions is too
blended to have a diagnostic value and we therefore excluded it.

The centre-to-limb behaviour is depicted in Fig. 7. The observed
data points correspond to average equivalent widths measured at
each µ-angle and the vertical error bars to the standard deviation
of the individual pointings added to an estimated 0.5 per cent error
due to continuum placement. Equivalent widths were measured by
direct integration within wavelength ranges that were considered
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Stagger code

• 3D (magneto-)hydrodynamics


• 3D LTE radiative transfer with opacity binning

Sun Sub-giant

movie credit: R. Collet



Balder code

• Updated background 
opacities


• Efficient MPI parallelisation

Non-LTE contribution

LTE contribution

• 3D multi-level non-LTE 
radiative transfer


• ALI algorithm (R&H 1992)



Carbon, oxygen, and 
iron 



[C/O] vs [O/H]

• Reported upturn at low [O/H]

1152 D. Fabbian et al.: The evolution of the C/O ratio in the Galactic halo

Fig. 7. Final estimates of [C/O] versus [O/H] for our sample stars us-
ing, for both carbon and oxygen, S H = 1 (upper panel), or neglecting
H collisions altogether (lower panel). The meaning of the symbols for
the different Galactic stellar components is as in Fig. 5, lower panel.
The data indicated by triangles are the values measured in metal-poor
damped Lyman alpha systems at high redshifts by Pettini et al. (2008).

full 3D non-LTE effects on all the affected lines becomes possi-
ble, it is quite plausible that agreement may be finally reached.
At this stage, we can only comment on the fact that the applica-
tion of non-LTE corrections without taking into account H colli-
sions seems to overcorrect the LTE abundances and yield values
of [O/Fe] which are probably too low, being close to solar at
[Fe/H]<∼ −2.5 (see Fig. 6). We consider it more likely that H
collisions are fairly efficient in the case of oxygen, making the
relevant non-LTE corrections less severe and only slightly larger
than for carbon. In addition, based on the results of solar obser-
vations by Allende Prieto et al. (2004), we can safely rule out
that LTE (S H ≫ 1) applies to the O I 7772−7775 Å triplet. It re-
mains of high priority to carry out full non-LTE calculations with
hydrodynamical model atmospheres for oxygen at low metallic-
ity, hopefully including future quantum-mechanical calculations
of inelastic H collisions.

Turning now to the [C/O] ratio, non-LTE results for our sam-
ple are shown in Fig. 7, for two different choices of SH, together
with those for higher-metallicity disc stars obtained by Bensby
& Feltzing (2006) from forbidden C I and O I lines. The new
data strengthen the suggestion by Akerman et al. (2004) that the
decrease of [C/O] between solar and intermediately-low metal-
licities (i.e., the metallicity range of thin and thick disc), reach-
ing a minimum of [C/O]∼ −0.7 at [O/H]∼ −1.0 in our data,

Fig. 8. Final estimates of [Fe/O] versus [O/H] for our sample stars, us-
ing for oxygen either S H = 1 (upper panel) or neglecting H collisions
altogether (lower panel). The meaning of the symbols for the different
Galactic stellar components is as in Fig. 5, lower panel.

turns into an increase in halo stars of even lower metallicities.
The adoption of non-LTE corrections tends to move the data
points for the metal-poor halo stars to: (a) much lower values
of [O/H] due to large oxygen non-LTE corrections; and (b) to
higher [C/O] values because the negative non-LTE corrections
are 0.1−0.4 dex more severe for oxygen than for carbon, depend-
ing on the choice of H collision efficiency and on the particular
stellar parameters. This “stretches” the rising trend seen in
LTE towards lower metallicities, while at the same time rais-
ing [C/O] to close-to-solar values. The rise has a slope of
∼−0.3 dex/dex in the [C/O] vs. [O/H] plane.

We have included in Fig. 7 the [C/O] measurements in metal-
poor DLAs by Pettini et al. (2008) which seem to match well
the values deduced here in halo stars of similar [O/H]. The good
agreement in the [C/O] ratios measured in different astrophysical
environments and at different epochs strengthens the interpreta-
tion that carbon was somehow overproduced in early stages of
galactic chemical evolution. On the other hand, the halo giants
considered by Spite et al. (2005) (we refer here to the “unmixed”
objects from their sample) appear to have generally lower [C/O]
values than those derived here, particularly in view of the large
3D effects which are likely to apply, in giants, to the CH features
employed in their analysis (Collet et al. 2007). Such corrections
would decrease their [C/O] determinations by several tenths of
a dex.

Fabbian+ 2009
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Fig. 8. The outputs of our chemical evolution models obtained by
adding to our “standard” model yields (applicable to stars with metal-
licities Z ≥ 10−5) the yields by Chieffi & Limongi (2002) for
metal-free stars. Continuous lines: Population III yields by Chieffi &
Limongi (2002) and normal (KTG) IMF. Long-dash line: same as the
continuous line, but for a top-heavy IMF (M ≥ 10 M⊙). In the lower
panel, the black line shows the change in [C/O] with time for the KTG
IMF case; the light grey line shows the same for [O/H].

In Fig. 8 we show the results of adding to our “standard”
model the C and O yields by Chieffi & Limongi (2002) for
metallicities in the range 0 ≤ Z ≤ 10−5. Among the published
Population III yields these are the only ones which produce the
desired effect; in the combined model shown in Fig. 8 the first
generation of stars enriches the gas with carbon and oxygen
in solar proportions and the [C/O] ratio subsequently falls as
nucleosynthesis by Population II stars takes over. The nominal
agreement with the observations (given the uncertainties in the
current limited dataset) is improved if we assume that the IMF
of Population III stars was top-heavy; as an example we show
(long-dash line in Fig. 8) a model with the IMF truncated at
Mlow = 10 M⊙ (e.g. Hernandez & Ferrara 2001; Mackey et al.
2003; Clarke & Bromm 2003).

Chieffi& Limongi (2002) have argued on different grounds
for a high carbon abundance at the end of He core burn-
ing in metal-free stars and, by inference, favour the low rate
for the 12C (α, γ) 16O reaction used in their set of nucleosyn-
thesis calculations. Possibly, the higher temperatures reached
in the cores of metal-free stars shift the balance between
the 4He (2α, γ) 12C and 12C (α, γ) 16O reactions in favour of a
higher carbon yield. Or perhaps the processes responsible are
related to the mixing and fallback models proposed by Umeda
& Nomoto (2002, 2003) to explain the abundance pattern of
extremely metal-poor stars with high energy supernova explo-
sions of massive Population III stars. In any case it is clear that,
if further observations were to confirm that [C/O] really was

at near-solar values in the earliest stages of the chemical evo-
lution of the Milky Way, it would be of great interest to in-
vestigate further the physical reasons behind this effect as they
would provide a much needed window into the nucleosynthesis
by the first generation of stars.

6. Summary and conclusions

We have used UVES on the VLT to measure the abundances
of carbon and oxygen in 34 F and G dwarf and subgiant
stars with halo kinematics and with metallicities in the range
from [Fe/H]= −0.7 to −3.2 . In our study we have targeted
permitted, high excitation absorption lines of C I near 9100 Å
and of O I near 7774 Å which are still detectable (with equiv-
alent widths of a few mÅ) down to the lowest metallicities in
our sample. Line equivalent widths have been analysed with
1D LTE model atmospheres generated by the MARCS code
to deduce values of the C/O ratio. We show that this ratio is
probably insensitive to 3D effects because the lines are formed
at similar deep levels within the stellar atmospheres. However,
we question the suggestion by Tomkin et al. (1992) that cor-
rections for departures from LTE are similar for the two sets of
lines and the C/O ratio is therefore relatively insensitive to non-
LTE effects. With more realistic estimates of the cross-sections
for inelastic hydrogen collisions, differential non-LTE effects
may be important (at the ∼0.2 dex level) and metallicity de-
pendent. Firm conclusions on this important point await a full
study of the structure of the C I atom.

We consider our results together with those of similar stud-
ies in disk stars to investigate how the [C/O] ratio varies as a
function of [O/H]. Carbon becomes proportionally less abun-
dant than oxygen as the oxygen abundance decreases from so-
lar; at [O/H]≃ −1, [C/O]≃ −0.5. This metallicity dependence
of the C/O ratio is not confined to Galactic stars; a similar drop
in [C/O] with [O/H] has been revealed by emission line studies
of H II regions in spiral and irregular galaxies, and by analyses
of C and O absorption lines in the Lyα forest at high redshift. It
thus appears to be a universal effect which probably reflects the
metallicity dependence of the yields of carbon by massive stars
with mass loss. In the Milky Way, delayed release of C by inter-
mediate and low mass stars also contributes. We can reproduce
the behaviour of [C/O] vs. [O/H] with a “standard” Galactic
chemical evolution model, and find that the relative contribu-
tion to carbon enrichment from stars with masses m > 8 M⊙ is
>∼ 60% throughout the lifetime of the Galaxy.

Our survey also provides tentative evidence for an intrigu-
ing new trend which had not been recognised before: [C/O]
may rise again in halo stars with [O/H] <∼ − 1. If real, such
an effect may indicate that the C/O ratio started at near-solar
levels in the earliest stages of the chemical evolution of the
Milky Way. Among published work on the nucleosynthesis by
metal-free stars, the calculations by Chieffi & Limongi (2002)
can reproduce the observed behaviour, particularly if the IMF
of Population III stars was top-heavy. With the current limited
statistics this is no more than a ∼3σ effect; it also remains to
be established to what extent it is affected by systematic er-
rors in the C/O ratios. Thus, it is now a matter of priority to
confirm, or refute, the reality of such a trend, both with further

PopIII + top-heavy IMF

• Upturn at low [O/H] ==> Pop. III signature?

Akerman+ 2004
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Fig. 3. Predicted evolution of nitrogen (upper panel) and carbon
(lower panel) according to a chemical evolution model computed with
different stellar yield sets for metallicities below Z = 10−5: a) solid
line – a model computed under the assumption that the lowest metal-
licity yield table of MM02 (Z = 10−5) is valid down to Z = 0; b) dot-
dashed line (red in the online version) – the model of CMB05 where
an ad hoc higher yield of nitrogen is assumed for metallicities below
10−5; c) dashed line – the new model presented in this Letter adopt-
ing new stellar yields computed by new stellar evolution models with
faster rotation for Z = 10−8 massive stars.

down to Z = 0. As can be seen in Fig. 4, this model can-
not explain the high levels of N/O or the C/O upturn observed
in the very metal-poor halo stars of S053. The dot-dashed line
shows the heuristic model of CMB05. This model is the same
as the one represented by the solid line except that for metal-
licities Z < 10−5 the yields of nitrogen were strongly increased
in comparison to the ones given in MM02 for massive stars
(the adopted yields in the case of this model are shown in
Fig. 1 by the asterisks connected by a long-dashed line). As
a consequence, this model produces more nitrogen at the be-
ginning of galaxy evolution (as shown in Fig. 3, upper panel,
dot-dashed curve), leading to large N/O ratios at low metallic-
ities (Fig. 4, upper panel, dot-dashed curve). However, it was
unclear whether stellar evolution models at such low metallic-
ities could predict such a large enhancement of nitrogen and
what would be the impact for C and O.

The dashed curves in Figs. 3 and 4 show our most recent
model computed with the new stellar yields at Z = 10−8 of
Hirschi (2006) for massive stars, assuming them to be valid
down to Z = 04. The evolution of nitrogen predicted by this
model (dashed line in Fig. 3, upper panel) is similar to the one
predicted by the CMB05 model (dot-dashed line), except for
the later times (as expected since the ad hoc yields of CMB05
are higher than the ones of Hirschi for masses below 20 M⊙).

3 One of the main assumptions when comparing chemical evo-
lution predictions with abundance data is that they represent the
pristine abundances from the ISM, from which the stars formed.
Therefore, objects that could have undergone mixing processes should
be avoided. The data shown here are in principle unmixed stars (S05).

4 The physics adopted in the Z = 10−8 models should be valid down
to Z ∼ 10−10, which represents the metallicity limit below which mas-
sive stars first enter the phase of H-burning via the pp chain, followed
by the 3 α reaction, which then allows the CNO cycle to proceed, as
in Z = 0 (Pop. III) stars.

Fig. 4. Upper panel: solar vicinity diagram log(N/O) vs.
log(O/H)+ 12. The data points are from Israelian et al. (2004 –
large squares), S05 (asterisks). Models are labeled as in Fig. 3. Lower
panel: solar vicinity diagram log(C/O) vs. log(O/H)+ 12. The data
are from Spite et al. (S05 – asterisks), Israelian et al. (2004 – squares),
Nissen (2004 – filled pentagons). Solar abundances (Asplund 2005,
and references therein) are also shown.

The similarity of both curves is striking as they were obtained
following completely independent approaches. This result im-
plies that faster rotation is able to account for the S05 observa-
tions. Some differences are also seen for the C evolution (see
Fig. 3, lower panel). Our new model predicts a C/O upturn
at low metallicities (Fig. 4, lower panel, dashed curve). This
upturn results from the strong production of primary nitrogen.
Indeed, high production of primary nitrogen implies a very ac-
tive H-burning shell, which contributes a large part of the total
luminosity of the star. As a consequence, part of the total lu-
minosity compensated by the energy produced in the helium
core is reduced, making the average core temperature and thus
the efficiency of the 12C(α,γ)16O reaction lower. More efficient
mixing also leads to greater mass loss, decreasing the He-core
size. Higher C/O ratios are thus obtained at the end of the He-
burning phase.

We note that the effects obtained in this Letter, namely, the
high N/O and the C/O upturn at very low metallicities can be
explained without invoking Pop. III stars (i.e. without changing
the IMF or including zero-metallicity stellar yields) and hence
do not necessarily imply the signature of Pop. III stars as previ-
ously claimed in the literature (e.g. Akerman et al. 2004). The
only shortcoming of the present model is that it predicts slightly
higher [C/Fe] with respect to the observations of S05 (around
0.3 dex larger at [Fe/H] ∼ −3 up to 0.9 dex at [Fe/H] ∼ −4).
However, in this case there are two large uncertainties, namely
a) the stellar yields for Fe in massive stars (strongly depen-
dent on the adopted mass cut) and b) the [C/Fe] ratios of S05
could still be affected by uncertainties due to the first dredge-
up dilution of C on the giant branch (Iben 1965) and NLTE/3D
corrections.
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• Or, faster-rotating stars at lower [O/H]?

Faster rotation



Revisiting [C/O] vs [O/H]

• We carry out a “full” 3D non-LTE re-analysis


• Stellar parameters and abundances based on 3D non-
LTE


• 40 metal-poor turn-off halo stars (Nissen+ 2007)


• Easy to replicate method to larger samples



A “full” 3D non-LTE analysis

• Effective temperatures from 3D non-LTE Hβ lines


• Grid available: Amarsi+ 2018
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A “full” 3D non-LTE analysis

Gaia vs Hipparcos

• Surface gravities from Gaia DR2


• [Fe/H] from 3D LTE Fe2 lines (small non-LTE effects for Fe2)

M. Asplund et al.: Line formation in solar granulation. I 733

Fig. 2. The spatially and temporally averaged Fe i 608.2 line when
artificially removing all convective velocities in the simulations (dia-
monds). In comparison with the solar intensity atlas (solid line, Brault
& Neckel 1987) the predicted line is much too narrow and lacks the
correct line shift and asymmetry. The result when including the self-
consistent velocity field is shown in Fig. 8

priate for most Fe lines (Kiselman 1998; Kiselman & Asplund
2000; Paper IV).

Spatially resolved bisectors are not at all typical of the spa-
tially averaged bisectors, which are merely the result of the sta-
tistical distribution of individual profiles. Rather than the char-
acteristic⊂-shape bisectors, individual bisectors normally have
inverted \-shape bisectors in granules and /-shapes in intergran-
ular lanes, as seen inFig. 1. This reflects the in general increasing
vertical velocities with depth in the photosphere. However, due
to the meandering motion of the downflows, occasionally the
line-of-sight passes through both upward and downward mov-
ing material which causes large variations for certain columns.

4.2. Spatially averaged disk-center profiles

The widths of spatially averaged spectral lines, which clearly
exceed the natural and thermal broadening, predominantly arise
from the velocity amplitude of the granules and intergranular
lanes and to a lesser extent from photospheric oscillations. A
demonstration of the importance of the non-thermal Doppler
broadening is presented in Fig. 2, which shows the resulting
spatially averaged profile from the 3D simulations but with all
convective velocities artificially set equal to zero in the line cal-
culation; thereby the predicted profile closely resemble those
calculated with classical 1D model atmospheres. Clearly, with-
out the Doppler shifts the line is much too narrow, which re-
quires additional broadening in the form of micro- and macro-
turbulence to be introduced. The poor agreement between obser-
vations and predictions when not including the self-consistent
velocity field as shown in Fig. 2, should be contrasted with the
excellent fit shown in Fig. 8.

The individual line bisectors depends on the details of the
line formation and thus on transition properties such as log gf ,
χexc and λ in an intricate way, as illustrated in Fig. 3, 4 and 5.

Fig. 3. The spatially and temporally averaged Fe i 608.2 bisector as-
suming three different abundances: log ϵFe = 7.00, 7.50 and 8.00 (or
equivalently with three different log gf -values). Note that the upper
parts of the bisectors do not coincide for the different line strengths
since thewhole region of line formation is shifted outwards for stronger
lines

Fig. 4. The bisectors of the Fe i 608.2 (weak) and 621.9 nm (strong)
lines (solid lines) which both have χexc = 2.2 eV. Also shown are
the corresponding (artificial) Fe i lines with χ = 1.2 eV (dotted lines)
and χ = 3.2 eV (dashed lines). The fake lines have all other transi-
tion properties the same as the original lines but with the gf -values
(≃ ±1.0 dex) adjusted to return the same line depths. All lines have
here been computed for the same 5min sequence from the full convec-
tion simulation, which means that the bisectors differ slightly from the
average of the whole 50min simulation

When discussing mean bisectors (e.g. Gray 1992; Allende Pri-
eto et al. 1999; Hamilton & Lester 1999) it is therefore impor-
tant to consider only appropriate subgroups consisting of lines
with similar characteristics to avoid introducing errors when
interpreting the results in terms of convective properties. As a
corollary, it follows that reconstructing a mean bisector by av-
eraging bisectors or using shifts of lines of different strengths
will in general not recover in detail the individual bisectors, as
exemplified in Fig. 3. As expected, for line depths >∼ 0.5 the
bisectors closely coincide for lines of different strengths due to

1D vs 3D



A “full” 3D non-LTE analysis

• Carbon and oxygen from 3D non-LTE IR lines


• Similar dependence to stellar parameters
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Results



[C/Fe] and [O/Fe]
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CEMP stars
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[C/O] vs [O/H]

• 3D non-LTE: no evidence of an upturn in this sample


• 3D non-LTE trend qualitatively different to that in 1D LTE
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[C/O] vs [O/H]

• 3D non-LTE: no evidence of an upturn in this sample


• 3D non-LTE trend qualitatively different to that in 1D LTE
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