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Cosmic shear

Wittman et al. (2000)

Sensitive to:

• Matter 

distribution

• Geometry


Observables:

• Ellipticities

• Photo-z 

Statistical 
measurement 
of many 
galaxies
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intrinsic ellipticity as a Gaussian random variable with zero mean
and dispersion σε = 0.38. The latter is calculated as σ2

ε =
∑

i εiε
∗
i ,

where the sum goes over all CFHTLenS galaxies in our redshift
range. Therefore, the covariance between the 184 Clone lines of
sight gives us the total covariance D+M+V. Contrary to the case
of the 2PCFs (previous section), this covariance stems from a pure
ML estimate, and therefore the inverse needs to be de-biased by
the Anderson-Hartlap factor α. With a typical number of angular
scales of p = 10 to 15 the corresponding α is of order 0.9. We
show that our cosmological results are independent of the number
of realisations in Sect. 6.2. Note that for the all derived estimators,
the cosmology-dependence of the covariance is neglected.

For upcoming and future tomographic surveys such as KiDS5,
DES6, HSC7, Euclid8 (Laureijs et al. 2011) or LSST9, a much
larger suite of simulations will be necessary. The number of re-
alisations n has to be substantially larger than the number of bins
p (Hartlap et al. 2007). For a multi-bin tomographic shear survey,
p can easily be of the order of several hundreds or more if other
probes are jointly measured such as galaxy clustering or magnifi-
cation. This necessitates on the order of a thousand and more inde-
pendent lines of sight. This number has to be multiplied by many
if a proper treatment of the cosmology-dependence is to be taken
into account. Moreover, a simple up-scaling of smaller simulated
fields to full survey size might not be easy because of the different
area-scaling of the HSV term.

3.4 Ellipticity calibration corrections

We apply the shear calibration as described in Heymans et al.
(2012), which accounts for a potential additive shear bias c and
multiplicative bias m,

εobs = (1 +m) εtrue + c. (13)

The additive bias is found to be consistent with zero for ε1. The sec-
ond ellipticity component ε2 shows a signal-to-noise ratio (S/N )
and size-dependent bias which we subtract for each galaxy. This
represents a correction which is on average at the level of 2×10−3.
The multiplicative bias m is modelled as a function of the galaxy
S/N and size r. It is fit simultaneously in 20 bins of S/N and r,
see Miller et al. (2013). We use the best-fitting function m(S/N, r)
and perform the global correction to the shear 2PCFs, see eqs. (19)
and (20) of Miller et al. (2013). Accordingly, we calculate the cali-
bration factor 1+K as the weighted correlation function of 1+m,

1 +K(ϑ) =

∑

ij wiwj(1 +mi)(1 +mj)
∑

ij wiwj
. (14)

The final calibrated 2PCFs are obtained by dividing ξ+ and ξ− by
1 + K. The amplitude of 1 + K is around 0.91 on all scales. The
errors on the correlation function from the fit uncertainty are negli-
gible compared to our statistical errors. Furthermore, we calculate
the covariance matrix Cm for the correlation function from this un-
certainty, and show in Sect. 6.2 that the cosmological results remain
unchanged by adding this term to the analysis.

Figure 6 shows the combined and corrected 2PCFs, which are
the weighted averages over the four Wide patches with the number

5 kids.strw.leidenuniv.nl
6 www.darkenergysurvey.org
7 http://www.naoj.org/Projects/HSC/HSCProject.html
8 www.euclid-ec.org
9 http://www.lsst.org/lsst
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Figure 6. The measured shear correlation functions ξ+ (black squares) and
ξ− (blue circles), combined from all four Wide patches. The error bars cor-
respond to the total covariance diagonal. Negative values are shown as thin
points with dotted error bars. The lines are the theoretical prediction using
the WMAP7 best-fitting cosmology and the non-linear model described in
Sect. 4.3. The data points and error bars are listed in Table B1.
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Figure 7. The measured shear correlation functions ξ+ (top panel) and ξ−
(bottom), for the four Wide patches. The error bars correspond to Poisson
noise.

of pairs as weights. Note that the data points are strongly corre-
lated, in particular ξ+ on scales larger than about 10 arcmin. Cos-
mological results using this data will be presented in Sect. 5. The
correlation signal split up into the contributions from the four Wide
patches is plotted in Fig. 7. There is no apparent outlier field. The
scatter is larger than suggested by the Poisson noise on large scales,
in agreement with the expected cosmic variance.

c⃝ 2009 RAS, MNRAS 000, 1–18

Kilbinger et al. (2013)

Very directly related to the matter power spectrum Pδ.
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γ̂(ℓ) =

(
ℓ21 − ℓ22 + 2iℓ1ℓ2

|ℓ|2

)
κ̂(ℓ) = e2iβ κ̂(ℓ) , (12.19)

where β is the polar angle of the vector ℓ; this follows directly from (6.11) and (6.16). Eq. (12.19) implies that

〈
γ̂(ℓ)γ̂∗(ℓ′)

〉
= (2π)2 δD(ℓ − ℓ′)Pκ(ℓ). (12.20)

Hence, the power spectrum of the shear is the same as that of the surface mass density.

12.3.1 Shear correlation functions

Consider a pair of points (i.e., galaxy images); their separation direction ϕ (i.e. the polar angle of the separation
vector θ) is used to define the tangential and cross-component of the shear at these positions for this pair,
γt = −Re

(
γ e−2iϕ

)
, γ× = −Im

(
γ e−2iϕ

)
, as in (7.18). Using these two shear components, one can then define

the correlation functions ⟨γtγt⟩ (θ) and ⟨γ×γ×⟩ (θ), as well as the mixed correlator. However, it turns out to be
more convenient to define the following combinations,

ξ±(θ) = ⟨γtγt⟩ (θ) ± ⟨γ×γ×⟩ (θ) , ξ×(θ) = ⟨γtγ×⟩ (θ) . (12.21)

Due to parity symmetry, ξ×(θ) is expected to vanish, since under such a transformation, γt → γt, but γ× →
−γ×. Next we relate the shear correlation functions to the power spectrum Pκ: Using the definition of ξ±,
replacing γ in terms of γ̂, and making use of relation between γ̂ and κ̂, one finds

ξ+(θ) =

∫ ∞

0

dℓ ℓ

2π
J0(ℓθ)Pκ(ℓ) ; ξ−(θ) =

∫ ∞

0

dℓ ℓ

2π
J4(ℓθ)Pκ(ℓ) , (12.22)

where Jn(x) is the n-th order Bessel function of first kind. ξ± can be measured as follows: on a data field,
select all pairs of faint galaxies with separation within ∆θ of θ and then take the average ⟨ϵti ϵtj⟩ over all these

pairs; since ϵi = ϵ(s)i + γ(θi), the expectation value of ⟨ϵti ϵtj⟩ is ⟨γtγt⟩ (θ), provided source ellipticities are
uncorrelated. Similarly, the correlation for the cross-components is obtained.

12.3.2 The shear dispersion

Consider a circular aperture of radius θ; the mean shear in this aperture is γ̄. Averaging over many such
apertures, one defines the shear dispersion

〈
|γ̄|2

〉
(θ). It is related to the power spectrum through

〈
|γ̄|2

〉
(θ) =

1

2π

∫
dℓ ℓPκ(ℓ)WTH(ℓθ) , where WTH(η) =

4J2
1(η)

η2
(12.23)

is the top-hat filter function. A practical unbiased estimator of the mean shear in the aperture is ˆ̄γ =
N−1

∑N
i=1 ϵi, where N is the number of galaxies in the aperture. However, the square of this expression is

not an unbiased estimator of
〈
|γ̄|2

〉
, since the diagonal terms of the resulting double sum yield additional

terms, since E (ϵiϵ∗i ) = |γ(θi)|2 +σ2
ϵ . An unbiased estimate for the shear dispersion is obtained by omitting the

diagonal terms,

̂〈
|γ̄|2

〉
=

1

N(N − 1)

N∑

i≠j

ϵi ϵ∗j . (12.24)

This expression is then averaged over many aperture placed on the data field. Again, the generalization to allow
for weighting of galaxy images is obvious. Note in particular that this estimator is not positive semi-definite.

12.3.3 The aperture mass

Consider a circular aperture of radius θ; for a point inside the aperture, define the tangential and cross-
components of the shear relative to the center of the aperture (as before); then define

Map(θ) =

∫
d2ϑ Q(|ϑ|) γt(ϑ) , (12.25)

where Q is a weight function with support ϑ ∈ [0, θ]. If we use the function

Observation -> theory
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1. To obtain κ = ∇2ψ/2, take the 2-D Laplacian of ψ, and add the term Φ,33 in the resulting integrand; this
latter term vanishes in the line-of-sight integration, as can be seen by integration by parts.

2. We make use of the 3-D Poisson equation in comoving coordinates (8.18) to obtain

κ(θ,χ) =
3H2

0Ωm

2c2

∫ χ

0
dχ′ fK(χ′)fK(χ − χ′)

fK(χ)

δ (fK(χ′)θ,χ′)

a(χ′)
. (12.9)

Note that κ is proportional to Ωm, since lensing is sensitive to ∆ρ ∝ Ωm δ, not just to the density contrast
δ = ∆ρ/ρ̄ itself.

3. For a redshift distribution of sources with pz(z) dz = pχ(χ) dχ, the effective surface mass density becomes

κ(θ) =

∫
dχ pχ(χ)κ(θ,χ)

=
3H2

0Ωm

2c2

∫ χh

0
dχ g(χ) fK(χ)

δ (fK(χ)θ,χ)

a(χ)
, (12.10)

with

g(χ) =

∫ χh

χ
dχ′ pχ(χ′)

fK(χ′ − χ)

fK(χ′)
, (12.11)

which is the source-redshift weighted lens efficiency factor Dds/Ds for a density fluctuation at distance χ,
and χh is the comoving horizon distance, obtained from χ(a) by letting a → 0.

The expression (12.9) for the effective surface mass density can be interpreted in a very simple way. Consider
a redshift interval of width dz around z, corresponding to the proper radial distance interval dDprop = |cdt| =
H−1(z)(1 + z)−1 cdz. The surface mass density in this interval is ∆ρ dDprop, where only the density contrast
∆ρ = ρ− ρ̄ acts as a lens (the ‘lensing effect’ of the mean matter density of the Universe is accounted for by the
relations between angular diameter distance and redshift; see Schneider & Weiss 1988a). Dividing this surface
mass density by the corresponding critical surface mass density, and integrating along the line-of-sight to the
sources, one finds

κ =

∫ zs

0
dz

4πG

c2

DdDds

Ds

dDprop

dz
∆ρ . (12.12)

This expression is equivalent to (12.9); see Problem 12.1.

12.2.2 Limber’s equation

Since the projected density κ is a projection of δ, which is a homogeneous, isotropic random field, so is κ. The
power spectrum of κ is then related to that of δ, in a similar way as encountered already in Sect. 9.4.5 for the
projected galaxy distribution. More generally, the projections

gi(θ) =

∫
dχ qi(χ) δ (fK(χ)θ,χ) (12.13)

are (2-D) homogeneous and isotropic random fields, where the qi are weight functions. In particular, the
correlation function

C12 = ⟨g1(ϕ1) g2(ϕ2)⟩ ≡ C12(|ϕ1 − ϕ2|) (12.14)

depends only on the modulus of the separation vector. The original form of the Limber (1953) equation relates
C12 to the correlation function of δ which is a line-of-sight projection. Alternatively, one can consider the
Fourier-space analogy of this relation: The power spectrum P12(ℓ) – the Fourier transform of C12(θ) – depends
linearly on Pδ(k) (Kaiser 1992, 1998),

P12(ℓ) =

∫
dχ

q1(χ) q2(χ)

f2
K(χ)

Pδ

(
ℓ

fK(χ)
,χ

)
, (12.15)

if the largest-scale structures in δ are much smaller than the effective range ∆χ of the projection. Hence, we
obtain the (very reasonable) result that the 2-D power at angular scale 1/ℓ is obtained from the 3-D power at
length scale fK(χ) (1/ℓ), integrated over χ.

Comparing (12.10) with (12.15), one sees that κ(θ) is such a projection of δ with the weights q1(χ) =
q2(χ) = (3/2)(H0/c)2Ωmg(χ)fK(χ)/a(χ), so that

Pκ(ℓ) =
9H4

0Ω2
m

4c4

∫ χh

0
dχ

g2(χ)

a2(χ)
Pδ

(
ℓ

fK(χ)
,χ

)
. (12.16)
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Cosmological constraints

Kilbinger et al. (2013)

• Measure amount 
of clustered 
matter 

• S8 = σ8 (Ωm/0.3)0.5



S8 results over the years

Kilbinger (2015)
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Figure 7. Mean and 68% error bars for the parameter �8 (⌦m/0.3)
↵, for various cosmic shear

observations, plotted as function of their publication date (first arXiv submission). All parameter
values are given in Table 7.1. Di↵erent surveys are distinguished by colour as indicated in the
figure. Data points are shown for second-order statistics (circles), third-order (diamonds), 3D lensing
(pentagons), galaxy-galaxy lensing (+ galaxy clustering; triangle), and CMB (squares).

et al. 2000, Van Waerbeke et al. 2000, Wittman et al. 2000). The observations were taken with

di↵erent cameras and telescopes — the Prime Focus Imaging Camera (PFIC) on the William-Herschel

Telescope (WHT), UH8K and CFH12K on the Canada-France Hawaii Telscope (CFHT), and the

Big Throughput Camera (BTC) on Blanco — and covered sky areas between 0.5 and 1.5 deg2. These

early analyses measured correlations of galaxy ellipticities that were larger than the expected residual

systematics. Limits on ⌦m and �8 could be obtained.

Those exploratory results were very soon followed by other surveys from a wide range of

telescopes, for example CFH12K/CFHT with the Red-sequence Cluster Survey (RCS) and VIRMOS-

DESCART (Van Waerbeke et al. 2001, Van Waerbeke et al. 2002, Hoekstra et al. 2002b, Hoekstra

et al. 2002c, van Waerbeke et al. 2005), FORS1 (FOcal Reducer and Spectrograph)/VLT (Very Large

Telescope; Maoli et al. 2001), the 75-deg2 survey with BTC/Blanco-CTIO (Jarvis et al. 2003, Jarvis

et al. 2006), PFIC/WHT (Massey et al. 2005), ESI (Echelle Spectrograph and Imager)/Keck II

(Bacon et al. 2003), WFI at MPG/ESO 2.2m with the Garching-Bonn Deep Survey (GaBoDS;

Hetterscheidt et al. 2007), and Suprime-Cam/Subaru (Hamana et al. 2003).

Cosmic shear then was measured using MegaCam/CFHT on the Canada-France Hawaii Legacy

Survey (CFHTLS). During five years this large program observed 170 square degrees in five optical

bands. First results from the first data release were published over 22 deg2 of the wide part (Hoekstra

et al. 2006) and the 3 out of the 4 deg2 of the deep part (Semboloni et al. 2005).

Apart from those ground-based observations, cosmic shear was successfully detected with the



Systematic errors
• Shapes measurement systematics: 

• PSF residuals

• B modes

• Multiplicative and additive biases


• Photo-z systematics: 
• Calibration sample and technique

• Inhomogeneous multi-band data


• Theoretical “systematics”:

• Intrinsic alignments

• Baryon feedback

• Neutrinos

• WDM


• Psychological systematics: 

• Blinding
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Fig. 2. Illustration of the forward problem. The upper panels show how the original galaxy
image is sheared, blurred, pixelised and made noisy. The lower panels show the equivalent
process for (point-like) stars. We only have access to the right hand images.

Stars are far enough away from us to appear point-like. They therefore
provide noisy and pixelised images of the convolution kernel (lower panels of
Figure 2). The convolution kernel is typically of a similar size to the galaxies

Fig. 3. Illustration of the inverse problem. We begin on the right with a set of galaxy and
star images. The full inverse problem would be to derive both the shears and the intrinsic
galaxy shapes. However shear is the quantity of interest for cosmologists.



KiDS:  Kilo Degree Survey DES: Dark Energy Survey

HSC:  Hyper-Suprime Cam Survey



KiDS vs. HSC vs. DES
KiDS+VIKING HSC DES

Mirror [m] 2.6 + 3.9 8.2 4.0

Focus (optical) Cassegrain Prime Prime

FOV [deg2] 1.0 1.8 3.0

Area [deg2] 1350 1400 5000

Filters ugri+ZYJHKs grizy griz(y)

Seeing [arcsec] 0.7 0.6 0.9

Source density 
[gal/arcmin2] ~9 ~22 ~7

Depth r~24 i~24.5 r~23.5



• 1350deg2 survey

• VLT Survey Telescope (VST)

• Four optical bands: ugri

• Shapes down to r~24

• ~8.5 gal/arcmin2




VIKING@VISTA
• Same footprint as KiDS.


• Already finished (1350deg2).


• ZYJHKs images.


• 5σ depths of 21.2 (Ks) to 23.1 (Z).

12 VIRCAM/VISTA User Manual VIS-MAN-ESO-06000-0002

Figure 5: VIRCAM detector plane looking “down” on it from “above”. On the sky the detectors are
placed in a mirror image with detector No. 1 in the top right. The numbers in brackets at each science
detector indicate the number of the IRACE controller used to run the corresponding detector. The
wavefront sensors are also shown. The gaps between the detectors are ∼10.4 and ∼4.9 arcmin,
along the X and Y axis, respectively. Each detector covers ∼11.6×11.6 arcmin on the sky. North is
up, and East is to the right, for rotator offset 0.0.

0.339 arcsec px−1 on the sky, and each detector covers a ∼694×694arcsec2 area of sky. The 16
detectors cover 274.432 mm×216.064mm on the focal plane, which gives a nominal field of view of
1.292×1.017deg on the sky. To ensure the flatness of the focal plane assembly (FPA), all pixels are
enclosed between two planes, separated by 25µm, measured along the optical axis of the camera.
In other words, the distance between the most deviating pixels, measured along the optical axis is
≤25µm.

The Nyquist sampling suggests an image quality of ∼0.68 arcsec but it is expected to gain a factor
of ∼0.7 (yielding FWHM ∼0.5 arcsec) in resolution because of the sub-pixel sampling. The science
detectors are sensitive over the wavelength range 0.85–2.4µm. The detector readout time is ∼1 sec
and the size of a single file is ∼256.7 MB.

The mean quantum efficiencies of all 16 detectors are: (Z,Y ,J ,H,KS )=(70,80,90,96,92)%. A plot of
the quantum efficiency as function of wavelength for this type of the detectors in shown in Figure 6.
In addition, the combined losses due to reflection off all VIRCAM lens surfaces are 3-5%.

The science detectors are read out simultaneously by four enhanced ESO IRACE IR controllers, with
a total of 256 simultaneous readout channels, so each detector is read into 16 stripes of 2048×128
pixels. The minimum detector integration time is 1.0011 sec.

All detectors but one are linear to ≤4.6% for illumination levels below 10000 ADU, and for the worst
one the non-linearity at this level is ∼10% (Table 3). There is also a small non-linearity of 1-2%
at low illumination levels (<1000 ADU) that affects all detectors. It can not be measured with the
calibration plan linearity monitoring but the effect is neglegible. These values may change with time,
check the VIRCAM web page for more up to date information. The linearity is correctable for up
to ∼25000ADU (the number varies for the different detectors). The stability of the non-linearity



KiDS-VIKING 450
• Same source catalogue as KiDS-450.


• Add VIKING ZYJHKs-bands to KiDS-450 ugri-bands. 
=> Improved photo-z.


• Define five new tomographic bins (0.1 < zphot < 1.2).


• Leverage large-area spec-z surveys for CC.


• Include a lot of lessons learned in the last couple of years.


• Expectation: More precise and systematically more robust 
cosmological results.



Wright et al. (2018)



Benefits of NIR
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Tomographic bins
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2-point shear corr. fct.
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Spec-z calibration sample
A&A proofs: manuscript no. KiDS-VIKING-450_cosmic_shear_paper

Table 1. Spectroscopic redshift surveys used for the calibration of
KV450 photo-z.

Survey Area No. of z-max rlim Used for
[deg2] spec-z

SDSS⇤ 119.2 15564 0.7 CC/OQE
GAMA⇤ 75.9 79756 0.4 19.8 CC/OQE
2dFLenS⇤ 61.2 3914 0.8 CC/OQE
WiggleZ⇤ 60.1 19968 1.1 CC/OQE
zCOSMOS 0.7 9930 1.0 24 CC/DIR
DEEP2 0.8 6919 1.5 24.5 CC/DIR
VVDS⇤ 1.0 4688 1.3 25 CC/DIR
G15Deep⇤ 1.0 1792 0.7 22 DIR
CDFS 0.1 2044 1.4 25 DIR

Notes. The second column contains the overlap area used for calibra-
tion after quite conservative masking for good, homogeneous coverage
(by the spec-z survey as well as KiDS and VIKING). The numbers in
the third column correspond to the objects with secure spectroscopic
redshift measurements in the overlap area. The maximum redshift in
the fourth column is an approximate estimate up to which redshift data
from a particular survey contribute significantly to the calibration. The
last column reports which redshift calibration techniques make use of
the di↵erent samples. An asterisk in the first column indicates new cal-
ibration data that were not used in H17.

of at least 95%4. Note that most objects have more secure red-
shift estimates so that the total fraction of spec-z failures will be
⌧ 5%, more around ⇠ 1%.

3. Tomographic bins & redshift calibration

The KV450 data set presented here is unique because never be-
fore has a combined optical+NIR data set been used for cosmic
shear tomography over hundreds of square degrees. It is hence
the KV450 photometric redshifts that represent the most impor-
tant improvement compared to previous work. In this section we
detail how we select galaxies in tomographic bins (Sect. 3.1)
and estimate their redshift distributions (Sect. 3.2). For the latter
task we use the well-established weighted direct calibration tech-
nique with deep spectroscopic redshifts catalogues, which was
already used in H17, with some crucial improvements. The sys-
tematic robustness of the resulting redshift distributions is tested
by looking at subsamples of the spectroscopic calibration sam-
ple, an independent high-quality photo-z calibration sample from
the COSMOS field, a post-processing step to suppress resid-
ual large-scale structure (Appendix C.1), and precise clustering-
redshift techniques (Appendices C.2 & C.3) that are completely
independent and conceptually very di↵erent from the fiducial
method. Thus, there is a great level of redundancy in this redshift
calibration that should increase the reliability of the cosmologi-
cal conclusions based on these redshift distributions.

3.1. Photo-z binning

We bin galaxies in five tomographic redshift bins according to
their photo-z estimate zB (most probable Bayesian redshift from
BPZ). As in H17, we define four bins of width �zB = 0.2 over
the range 0.1 < zB  0.9. A fifth bin including all galaxies with
0.9 < zB  1.2 is added here thanks to the greatly improved
4 This corresponds to quality flags 3 and 4 for zCOSMOS, VVDS, and
DEEP2.

high-redshift performance of the 9-band photo-z and improved
shear calibration (see Sect. 4.2). Properties of the galaxies in the
di↵erent bins are summarised in Table 2.

The fifth high-redshift bin added here contributes an addi-
tional 22% (by lensfit weight; see Sect. 4.1) of source galax-
ies to the lensing measurement. Due to their high redshift
these sources carry a large cosmic shear signal and contribute
over-proportionally to the signal-to-noise ratio of the measure-
ment presented in Sect. 7. Increasing the redshift baseline and
adding five more 2-point shear correlation functions (the auto-
correlation of the fifth bin as well as the four cross-correlations
of the fifth bin with the four lower-redshift bins) hence increases
the precision of the cosmological inference. In order to exploit
this additional statistical power it is important to ensure that
systematic errors are under tight control, for these faint high-
redshift sources in particular.

3.2. Redshift calibration

As in H17, we follow redundant approaches to calibrate the
KV450 photo-z, i.e. to estimate the redshift distributions of the
galaxies in the five tomographic photo-z bins. In this section we
describe our fiducial technique, dubbed DIR, to estimate the red-
shift distributions. It relies on a direct estimate of the redshift
distributions from deep spectroscopic surveys. It makes few as-
sumptions and is straightforward in its application, which makes
it our first choice for this calibration. Some alternatives are dis-
cussed in Appendix C. These are a smoothed version of the DIR
approach (sDIR, Appendix C.1), clustering redshifts using small
scales (CC, Appendix C.2), and an optimal quadratic estimator
of clustering redshifts at large scales (OQE, Appendix C.3).

For the DIR method, KiDS- and VIKING-like observations
have been obtained in the COSMOS, DEEP2, GAMA-G15Deep,
CDFS, and VVDS-2h fields (see Sect. 2.2). In some of these
fields the NIR data is considerably deeper than VIKING. Noise
is added to those additional deep NIR data to faithfully represent
the VIKING depth. This KiDS+VIKING-like multi-band pho-
tometry is used to provide a proper weight for the spectroscopic
catalogues and in this way make them more representative of the
whole KV450 lensing catalogue. The method, which is based on
a kth nearest neighbour approach, is described in detail in Lima
et al. (2008) and section 3 of H17.

The most important di↵erence with respect to our previ-
ous analysis (H17) is that the weights are estimated from den-
sity measurements in nine dimensions (ugriZY JHKs-magnitude
space) instead of four dimensions (ugri). This makes the colour-
redshift relation that we are trying to calibrate here less degen-
erate. In the redshift range of interest, which is set by the KiDS
r-band magnitude limit, colour-redshift degeneracies (for an ex-
planation see Benítez 2000) are considerably reduced when us-
ing a 9-band filter set spanning the wavelength range 0.3�2.3µm
and KiDS/VIKING-like photometric quality. This is also re-
flected in the comparison of KiDS+VIKING 9-band photo-z and
spec-z from the literature as presented in W18.

The four-dimensional magnitude space of KiDS-450 was
quite densely populated with spectroscopic objects given our cal-
ibration sample. This density was su�cient to estimate the den-
sity of the spectroscopic catalogue in this space by measuring
the distance to the kth nearest neighbour. Keeping k constant,
we also measured the corresponding density in the photomet-
ric catalogue. We found that this approach becomes unstable in
the more sparsely populated nine-dimensional magnitude space
of KV450. Hence we use a ‘constant volume’ approach as sug-
gested by Lima et al. (2008). For each object in the spectro-

Article number, page 4 of 31

Hildebrandt et al. (2018)



Direct photo-z calibration
• Re-weight spec-z surveys to be more representative  

(Lima et al. 2008)

• Only works if:


• Magnitude space is fully covered (r<~24; C3R2).

• Unique relation between magnitudes and redshifts (VIKING).

Hildebrandt et al. (2017)



KV450 - n(z)
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Tomographic binsThe KiDS collaboration: KiDS-VIKING: Cosmic shear

Table 2. Properties of the galaxies in the five tomographic redshift bins used for the KV450 cosmic shear measurements.

Bin zB range No. of ne↵ H12 �✏ hzDIRi m-bias
objects [arcmin�2]

1 0.1 < zB  0.3 1 253 582 0.88 0.282 0.399 ± 0.039 �0.017 ± 0.02

2 0.3 < zB  0.5 1 985 201 1.33 0.281 0.490 ± 0.023 �0.008 ± 0.02

3 0.5 < zB  0.7 3 450 970 2.04 0.291 0.669 ± 0.026 �0.015 ± 0.02

4 0.7 < zB  0.9 2 792 105 1.49 0.287 0.834 ± 0.012 +0.010 ± 0.02

5 0.9 < zB  1.2 2 444 597 1.26 0.297 1.002 ± 0.011 +0.006 ± 0.02

all 0.1 < zB  1.2 11 926 455 6.93 0.288 0.713 ± 0.027

Notes. The e↵ective number density in column 4 corresponds to the Heymans et al. (2012) definition. The ellipticity dispersion
in column 5 is reported for one component. The m-bias (column 7) is defined in Eq. 1.

estimate is more stable and can be used to define the spec-
troscopic weights.

Another di↵erence between KiDS-450 and KV450 is
that we include more spectroscopic data. While the H17
DIR estimate was based on COSMOS, DEEP2, and CDFS
data alone, here we add 6480 spec-z from the GAMA-
G15Deep and VVDS-2h fields (a 34% increase in terms of
numbers). By increasing the number of independent lines-
of-sight we reduce shot noise and sample variance.

In KiDS-450 we applied the redshift weighting proce-
dure to the full photometric catalogue and then applied zB

photo-z cuts to the weighted spectroscopic catalogue. Here
we turn this around and apply the zB photo-z cuts to the
photometric catalogue first and perform the re-weighting
for each tomographic bin individually. This results in a less
noisy DIR estimate as the zB cuts are applied to the larger
photometric catalogue.

Shot noise in the DIR redshift distributions, estimated
from a bootstrap analysis over the objects in the spectro-
scopic catalogue, is quite small due to the large number of
objects in the calibration sample. However, one of the major
unanswered questions about the KiDS-450 DIR calibration
was how much the estimate of the redshift distributions
was a↵ected by sample variance. This sample variance can
be of cosmological origin (large-scale structure) or due to
selection e↵ects (e.g. colour pre-selection) and unsuccess-
ful redshift measurements that are di↵erent for the di↵er-
ent spectroscopic surveys that contribute to our calibration
sample. We expect that in our case the latter e↵ects are
dominant, as we have a large number of spec-z from several
di↵erent lines-of-sight.

In order to account for sample variance in the KV450
redshift calibration we adopt a spatial bootstrapping ap-
proach. For the bootstrap resampling, we split our calibra-
tion sample into ten subsamples of equal size (in terms of
the number of objects) along the RA direction. Then we
draw 1000 bootstrap samples from these subsamples, and
estimate the uncertainties of the DIR n(z) from the scat-
ter between the bootstrap samples. This approach yields a
more realistic error estimate including sample variance, and
the error on the mean redshift based on this bootstrap re-
sampling is reported in Table 2. The resulting DIR redshift
distributions are shown in Fig. 1 with their bootstrap un-
certainties. We neglect any covariance in the uncertainties
of the mean redshifts between the tomographic bins. The
small-scale structure that is still visible (and looks some-
what significant) in the n(z) can be attributed to residual
large-scale structure and especially selection e↵ects in the

di↵erent spec-z samples. In order to further explore whether
the errors are severely underestimated we report results
from an alternative ‘quasi-jackknife’ procedure as described
below as well as a smoothing method (sDIR, appendix C.1)
and di↵erent clustering-z estimates (appendix C.2 & C.3).

We allow for nuisance parameters �zi in each tomo-
graphic bin i that linearly shift the ni(z) ! ni(z + �zi)

when modelling the 2-point shear correlation functions. The
Gaussian priors for these parameters (see Table 3) corre-
spond to the bootstrap errors reported in Table 2.

A linear shift certainly does not capture the full vari-
ance of the n(z). Fluctuations in the high-z tails can have
important consequences for the mean redshifts and also the
model predictions. Also the errors might be slightly under-
estimated as discussed above. In order to study the possible
extremes of sample variance and selection e↵ects in greater
detail, we also estimate redshift distributions for several re-
duced sets of the calibration sample excluding galaxies from
di↵erent lines-of-sight. We build these di↵erent subsamples
by omitting the following data subsamples one at a time:

1. DEEP2
2. zCOSMOS
3. VVDS
4. zCOSMOS and VVDS

These samples were chosen on the one hand to still give a
good coverage of magnitude space but on the other hand
maximise sample variance. We estimate the cosmological
parameters (Sect. 7) for redshift distributions based on
these four reduced calibration samples as well as for the
full sample. The di↵erences in the parameter estimates then
give an indication of the extremes of the sample variance
in the redshift calibration for the cosmological conclusions
of this work. It should be noted that this sample variance
is not entirely cosmological but also due to di↵erent galaxy
selections and spectroscopic success rates in the di↵erent
spec-z surveys.

Another somewhat complementary test is carried out
with the high-quality photo-z catalogue that is available in
the COSMOS field (Laigle et al. 2016, called COSMOS-
2015 in the following) as the calibration sample for DIR.
This catalogue is based on an extensive set of photometric
measurements over the 2 deg2 COSMOS field. It is comple-
mentary to the spec-z calibration sample discussed above
because it does not su↵er from faint-end incompleteness.
There is a redshift estimate for each object down to the
magnitude limit of the KiDS data. However, the photo-
z are not perfect. While the photo-z scatter is very low,
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KV450 clustering-z
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KV450 shear ratio test
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KV450 other improvements

• Covariance with more realistic shape noise -> better χ2


• More realistic image simulations


• New priors for IA and baryon feedback


• Pre-defined data splits (à la Efstathiou & Lemos 2018)



KiDS-1000
• More than 1000deg2 released to ESO.


• Improved 9-band photometry.


• Running new lensfit version. Calibration with KiDZ.


• 3x2 point cosmological analysis.



Summary & Outlook
• Added VIKING NIR data to KiDS optical data.


• More robust analysis with extensive spec-z calibration.


• Tension with Planck persists in KiDS+VIKING-450. 
Systematics? New physics? Evolving dark energy?


• Indications for bias through COSMOS-2015 photo-z.


• Very exciting times: Work started on 1000deg2 analyses. 
Survey completion (1350deg2) in spring 2019.  
Perfect dress-rehearsal for Euclid.



Survey progress as of today
KiDS-N

KiDS-S


