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What I hope to talk about


• Primordial black holes as dark matter and dwarf galaxies constraints.


• What is the robustness of these constraints.


• The primordial black hole WIMP conflict.


• The growth of supermassive black holes (in the context of PBHs).

• How to distinguish baryonic from primordial black holes.




Fundamental questions about primordial black holes


• When and how are they form? 

• When and how can we infer their existence? 
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FIG. 1. Upper left panel: Constraints from di↵erent observations on the fraction of PBH DM, fPBH ⌘ ⌦PBH/⌦DM, as a function
of the PBH mass Mc, assuming a monochromatic mass function. The purple region on the left is excluded by evaporations [8],
the red region by femtolensing of gamma-ray bursts (FL) [40], the brown region by neutron star capture (NS) for di↵erent
values of the dark matter density in the cores of globular clusters [41], the green region by white dwarf explosions (WD) [42],
the blue, violet, yellow and purple regions by the microlensing results from Subaru (HSC) [43], Kepler (K) [44], EROS [45] and
MACHO (M) [46], respectively. The dark blue, orange, red and green regions on the right are excluded by Planck data [36],
survival of stars in Segue I (Seg I) [47] and Eridanus II (Eri II) [48], and the distribution of wide binaries (WB) [49], respectively.
The black dashed and solid lines show, respectively, the combined constraint with and without the constraints depicted by the
colored dashed lines. Other panels: Same as the upper left panel but for a lognormal PBH mass function with � = 2 (upper
right) and for a power-law PBH mass function with � = �1 (lower left) and � = 1 (lower right).

for the two extreme cases, ✏ = 0.4 (solid purple line) [51]
and ✏ = 0.1 (dotted purple line) [52].

The Cosmic Microwave Background (CMB) anisotropy
constraints on PBH accretion are subject to uncertain-
ties in the accretion process and its e↵ect on the thermal
history of the universe at early times. To account for
this, we show the bounds for both collisional ionisation
(solid dark blue line) and photoionisation (dotted dark
blue line) [36]. Recently, another sort of accretion limit
has been obtained in the mass range from a few to 107M�
on the grounds that PBH accretion from the interstellar
medium should result in a significant population of X-ray
sources [53]. Indeed, several earlier papers have consid-

ered such a limit [54, 55]. However, all these limits are
very dependent on the accretion scenario and are there-
fore not shown.

Lensing is the only phenomenon which has been
claimed to provide positive evidence for PBHs. For ex-
ample, the results of the MACHO project – searching for
microlensing of stars in the Magellanic clouds – originally
suggested halo DM in the form of 0.5M� objects [56]
and these could plausibly be PBHs formed at the quark-
hadron phase transition at 10�5s. However, the DM frac-
tion was later reduced to 20% [57]. The interpretation
of the MACHO results – and also the EROS and OGLE
results – is very sensitive to the properties of the Milky

Carr et al., 2017
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this, we show the bounds for both collisional ionisation
(solid dark blue line) and photoionisation (dotted dark
blue line) [36]. Recently, another sort of accretion limit
has been obtained in the mass range from a few to 107M�
on the grounds that PBH accretion from the interstellar
medium should result in a significant population of X-ray
sources [53]. Indeed, several earlier papers have consid-

ered such a limit [54, 55]. However, all these limits are
very dependent on the accretion scenario and are there-
fore not shown.

Lensing is the only phenomenon which has been
claimed to provide positive evidence for PBHs. For ex-
ample, the results of the MACHO project – searching for
microlensing of stars in the Magellanic clouds – originally
suggested halo DM in the form of 0.5M� objects [56]
and these could plausibly be PBHs formed at the quark-
hadron phase transition at 10�5s. However, the DM frac-
tion was later reduced to 20% [57]. The interpretation
of the MACHO results – and also the EROS and OGLE
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Constraints from dwarf galaxies
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FIG. 11: Annihilation cross section limits from the joint analysis of 20 dwarf galaxies. The shaded band is the systematic 1�
uncertainty in the limit derived from many realizations of halo J-profiles of the dwarfs consistent with kinematic data. The
solid line depicts the median of this distribution of limits over the halo realizations. The thin dashed line corresponds to the
benchmark value of the required relic abundance cross section (3 ⇥ 10�26cm3/s), while the solid horizontal line corresponds
to the detailed calculation of this quantity derived by Steigman et al. [18]. The observed limits are below this latter curve
for masses less than [0, 26, 54] GeV (for annihilation into bb̄), [18, 29, 62] GeV (⌧+⌧�), [21, 35, 64] GeV (uū, dd̄, ss̄, cc̄, and gg),
[87, 114, 146] GeV (��), and [5, 6, 10] GeV (e+e�), where the quantities in brackets are for the �1�, median, and +1� levels of
the systematic uncertainty band. A machine-readable file tabulating these limits is available as Supplemental Material.

observed test statistic. The signal significance is shown
assuming the two di↵erent background PDFs. An as-
sumption of a Poisson background does not describe the
actual background in many cases and can lead to a mis-
takenly large detection significance.

The di�culty in fitting a multi-component Poisson
background model is illustrated in Fig. 4 of [92]. There,
“blank sky locations” are used to test whether the like-
lihood ratio test statistic is accurately described by an
“asymptotic” �

2 distribution. This sampling of blank sky
locations is analogous to the empirical background sam-
pling developed in [48] and employed in the present work.
Ackermann et al. [92] found that the blank sky PDF of
the test statistic deviated from the �

2 distribution at

large values of the test statistic. One of the reasons for
the deviation could be that the background model is not
flexible enough to describe the true background. Carl-
son et al. [56] present evidence that unresolved blazars
and radio sources are at least partly responsible for the
insu�ciency of the background treatment used in [92].

The blank sky location sampling of Ackermann et al.
[92, Fig. 4] reduces the tail probability of a TS = 8.7
observation to a local p-value of 0.13. This corresponds
to a significance of 2.2� which can be directly compared
to the values shown in our Figs. 8, 9, and 10. Thus,
when calibrating the detection significance using an em-
pirical sampling of the background, the results of Acker-
mann et al. [92] are closer in line with what we find. We

Dwarf galaxies — state of the art constraints on thermal cross section 



Courtesy A. V. Kravtsov

Small scales collapse first. The smaller the perturbation 
the earlier it collapses, the higher its density.


Dark matter halos contain high density dark matter substructure

The structure of substructure

Courtesy A. V. Kravtsov



Accreted subhalo

Host halo

Courtesy A. V. Kravtsov

Koushiappas, Zentner & Walker, PRD 69,  043501 (2004), but see also Baltz, Tayor & Wai, 
ApJ 659, L125 (2006), Kuhlen, Diemand & Madau , arXiv:0805.4416

The spectrum of dark matter subhalo properties originates 
from the host assembly history — a random realization set 
by initial conditions.

The structure of substructure



Host halo

Courtesy A. V. Kravtsov

Koushiappas, Zentner & Walker, PRD 69,  043501 (2004), but see also Baltz, Tayor & Wai, 
ApJ 659, L125 (2006), Kuhlen, Diemand & Madau , arXiv:0805.4416

These two may have the same mass, 
but different history

The spectrum of dark matter subhalo properties originates 
from the host assembly history — a random realization set 
by initial conditions.

The structure of substructure



Courtesy A. V. Kravtsov

Host halo

Koushiappas, Zentner & Walker, PRD 69,  043501 (2004), but see also Baltz, Tayor & Wai, 
ApJ 659, L125 (2006), Kuhlen, Diemand & Madau , arXiv:0805.4416

The spectrum of dark matter subhalo properties originates 
from the host assembly history — a random realization set 
by initial conditions.

Time (age)
13.4 Gyrs 7 Gyrs

The structure of substructure



Courtesy A. V. Kravtsov

If these dark matter potential wells contain stars 
we call them dwarf galaxies

Koushiappas, Zentner & Walker, PRD 69,  043501 (2004), but see also Baltz, Tayor & Wai, 
ApJ 659, L125 (2006), Kuhlen, Diemand & Madau , arXiv:0805.4416

Host halo

The structure of substructure



J. Bullock, M. Geha, & R. Powell

- High mass-to-light ratio (i.e., dark matter dominated, very few stars)

- No known astrophysical background (no gas, stars are old)

Dwarf galaxies



A Recent Flurry of Discoveries

13From Keith Bechtol’s talk TAUP 2015

SDSS

DES

Dwarf galaxies



Dwarf galaxies: Dark matter dominated systems with few starsSgr II, Ret II, Phe II and Tuc III 11

Figure 5. Absolute magnitude (MV ) vs. half-light radius (rh), showing M31 globular clusters (small filled gray triangles;
Strader et al. 2011), M31 satellite galaxies (open gray triangles; McConnachie 2012), MW globular clusters (small open black
circles; Harris 2010; Belokurov et al. 2010; Muñoz et al. 2012; Balbinot et al. 2013; Kim & Jerjen 2015; Kim et al. 2015b, 2016;
Laevens et al. 2014), and MW dwarfs (filled black circles; McConnachie 2012; Kim et al. 2016; Drlica-Wagner et al. 2015;
Koposov et al. 2015a; Kim & Jerjen 2015; Bechtol et al. 2015; Torrealba et al. 2016; Laevens et al. 2015; Homma et al. 2016,
2018; Drlica-Wagner et al. 2016; Koposov et al. 2018; Crnojević et al. 2016; Carlin et al. 2017). Our objects are displayed with
a filled red square (Sgr II), filled magenta triangle (Ret II), filled yellow upside down triangle (Phe II), and filled green star
(Tuc III). The size of the error range for Sgr II is less than the symbol size.

clusters (Sollima et al. 2011)1. Similar to Sgr II, the
CMD of Pal 14 presents a narrow RGB (Sollima et al.
2011). However, Sgr II is more metal-poor than Pal 14
([Fe/H]∼ −1.5). Based on its existing tidal tail, Pal 14
was suggested to be a part of a stream consisting
of the Fornax dSph and globular cluster Palomar 15
(Sollima et al. 2011).
A population of extended, diffuse star clusters have re-

cently been discovered around M31 (Huxor et al. 2014)
with roughly similar properties to Sgr II. Most of these
systems are far from M31 itself (>30 kpc), and many
appear to be associated with streams (Chapman et al.
2008; Forbes & Bridges 2010; Mackey et al. 2010). This
supports the picture described by Laevens et al. (2015)
in which Sgr II was brought into the MW halo along

1 Note that in Figure 5 we plot the properties of MW globular
clusters from Harris (2010), which report rh = 27 pc and MV =
−4.8 mag for Pal 14.

with the Sgr stream, and similar to numerous other MW
and M31 GCs (e.g. Law & Majewski 2010; Mackey et al.
2013).
Despite the strong hints presented above that Sgr II

is likely an extended globular cluster, ultimately spec-
troscopic follow up is necessary to determine its true
nature.

4.2. Ret II

In Figure 2, the CMD of Ret II shows a well-defined
main sequence, with several blue HB candidates which
trace its density contours. Two of our candidates
(shown with magenta stars in Figure 4) are the con-
firmed members of Ret II (Simon et al. 2015), based
on their velocities. We note that other two were not
studied by Simon et al. (2015). Our distance measure-
ment (D=32±1 kpc) is consistent with both independent
discovery analyses (Bechtol et al. 2015; Koposov et al.
2015a). Our ML analysis suggests a similar value for
its half-light radius (rh = 58 ± 4 pc) to the result of
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circles; Harris 2010; Belokurov et al. 2010; Muñoz et al. 2012; Balbinot et al. 2013; Kim & Jerjen 2015; Kim et al. 2015b, 2016;
Laevens et al. 2014), and MW dwarfs (filled black circles; McConnachie 2012; Kim et al. 2016; Drlica-Wagner et al. 2015;
Koposov et al. 2015a; Kim & Jerjen 2015; Bechtol et al. 2015; Torrealba et al. 2016; Laevens et al. 2015; Homma et al. 2016,
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where prime denotes a derivative with respect to X,
X ≡ v=

ffiffiffi
2

p
σBH, σ2BH ¼ hv2BHi , lnΛ ≈ 10 is the Coulomb

logarithm, and G is the gravitational constant. The mean
change of kinetic energy of the stars Es ¼ mshvs2i=2 is
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∞
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Substituting Eq. (1) in Eq. (2) and integrating by parts we
get [47],

dEs

dt
¼

ffiffiffiffiffiffiffiffi
96π

p
G2msρBH lnΛ

½hv2s i þ hv2BHi &3=2
½mBHhv2BHi −mshv2s i &: ð3Þ

Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
tr ≈ðN=8 lnNÞτc, where τc ¼ r=σ is the crossing time
andN is the number of particles. If the system is dominated
by black holes (as is the case here), then stars will reach
equipartition soon as the black holes establish a collisional
steady state.
For Segue 1, σ ¼ 3.7þ1.4

−1.1 km s−1, the half light radius is
29þ8

−5 pc, and the mass within half light radius is
5.8þ8.2

−3.1 × 105 [31,39]. Assuming that 10% of dark matter

is in black holes of mass mBH ¼ 30 M⊙, the ratio of
relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then

dr
dt

¼ 4
ffiffiffi
2

p
πGfDMmBH

σ
lnΛ

"
α

Ms

ρDMr2
þ 2βr

#−1
: ð4Þ

We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then

dr
dt

¼ 4
ffiffiffi
2

p
πGfDMmBH

σ
lnΛ

"
α

Ms

ρDMr2
þ 2βr

#−1
: ð4Þ

We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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where prime denotes a derivative with respect to X,
X ≡ v=

ffiffiffi
2

p
σBH, σ2BH ¼ hv2BHi , lnΛ ≈ 10 is the Coulomb

logarithm, and G is the gravitational constant. The mean
change of kinetic energy of the stars Es ¼ mshvs2i=2 is
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Substituting Eq. (1) in Eq. (2) and integrating by parts we
get [47],
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ffiffiffiffiffiffiffiffi
96π

p
G2msρBH lnΛ

½hv2s i þ hv2BHi &3=2
½mBHhv2BHi −mshv2s i &: ð3Þ

Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
tr ≈ðN=8 lnNÞτc, where τc ¼ r=σ is the crossing time
andN is the number of particles. If the system is dominated
by black holes (as is the case here), then stars will reach
equipartition soon as the black holes establish a collisional
steady state.
For Segue 1, σ ¼ 3.7þ1.4

−1.1 km s−1, the half light radius is
29þ8

−5 pc, and the mass within half light radius is
5.8þ8.2

−3.1 × 105 [31,39]. Assuming that 10% of dark matter

is in black holes of mass mBH ¼ 30 M⊙, the ratio of
relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then

dr
dt

¼ 4
ffiffiffi
2

p
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σ
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We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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where prime denotes a derivative with respect to X,
X ≡ v=
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σBH, σ2BH ¼ hv2BHi , lnΛ ≈ 10 is the Coulomb

logarithm, and G is the gravitational constant. The mean
change of kinetic energy of the stars Es ¼ mshvs2i=2 is
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Substituting Eq. (1) in Eq. (2) and integrating by parts we
get [47],

dEs
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¼

ffiffiffiffiffiffiffiffi
96π

p
G2msρBH lnΛ

½hv2s i þ hv2BHi &3=2
½mBHhv2BHi −mshv2s i &: ð3Þ

Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
tr ≈ðN=8 lnNÞτc, where τc ¼ r=σ is the crossing time
andN is the number of particles. If the system is dominated
by black holes (as is the case here), then stars will reach
equipartition soon as the black holes establish a collisional
steady state.
For Segue 1, σ ¼ 3.7þ1.4

−1.1 km s−1, the half light radius is
29þ8

−5 pc, and the mass within half light radius is
5.8þ8.2

−3.1 × 105 [31,39]. Assuming that 10% of dark matter

is in black holes of mass mBH ¼ 30 M⊙, the ratio of
relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then

dr
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¼ 4
ffiffiffi
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p
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We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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where prime denotes a derivative with respect to X,
X ≡ v=

ffiffiffi
2

p
σBH, σ2BH ¼ hv2BHi , lnΛ ≈ 10 is the Coulomb

logarithm, and G is the gravitational constant. The mean
change of kinetic energy of the stars Es ¼ mshvs2i=2 is
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Substituting Eq. (1) in Eq. (2) and integrating by parts we
get [47],

dEs
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¼
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96π

p
G2msρBH lnΛ

½hv2s i þ hv2BHi &3=2
½mBHhv2BHi −mshv2s i &: ð3Þ

Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
tr ≈ðN=8 lnNÞτc, where τc ¼ r=σ is the crossing time
andN is the number of particles. If the system is dominated
by black holes (as is the case here), then stars will reach
equipartition soon as the black holes establish a collisional
steady state.
For Segue 1, σ ¼ 3.7þ1.4

−1.1 km s−1, the half light radius is
29þ8

−5 pc, and the mass within half light radius is
5.8þ8.2

−3.1 × 105 [31,39]. Assuming that 10% of dark matter

is in black holes of mass mBH ¼ 30 M⊙, the ratio of
relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then
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¼ 4
ffiffiffi
2

p
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σ
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We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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where prime denotes a derivative with respect to X,
X ≡ v=

ffiffiffi
2

p
σBH, σ2BH ¼ hv2BHi , lnΛ ≈ 10 is the Coulomb

logarithm, and G is the gravitational constant. The mean
change of kinetic energy of the stars Es ¼ mshvs2i=2 is
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¼
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Substituting Eq. (1) in Eq. (2) and integrating by parts we
get [47],

dEs

dt
¼

ffiffiffiffiffiffiffiffi
96π

p
G2msρBH lnΛ

½hv2s i þ hv2BHi &3=2
½mBHhv2BHi −mshv2s i &: ð3Þ

Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
tr ≈ðN=8 lnNÞτc, where τc ¼ r=σ is the crossing time
andN is the number of particles. If the system is dominated
by black holes (as is the case here), then stars will reach
equipartition soon as the black holes establish a collisional
steady state.
For Segue 1, σ ¼ 3.7þ1.4

−1.1 km s−1, the half light radius is
29þ8

−5 pc, and the mass within half light radius is
5.8þ8.2

−3.1 × 105 [31,39]. Assuming that 10% of dark matter

is in black holes of mass mBH ¼ 30 M⊙, the ratio of
relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then
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¼ 4
ffiffiffi
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p
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σ
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We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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where prime denotes a derivative with respect to X,
X ≡ v=

ffiffiffi
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logarithm, and G is the gravitational constant. The mean
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Substituting Eq. (1) in Eq. (2) and integrating by parts we
get [47],
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Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
tr ≈ðN=8 lnNÞτc, where τc ¼ r=σ is the crossing time
andN is the number of particles. If the system is dominated
by black holes (as is the case here), then stars will reach
equipartition soon as the black holes establish a collisional
steady state.
For Segue 1, σ ¼ 3.7þ1.4

−1.1 km s−1, the half light radius is
29þ8

−5 pc, and the mass within half light radius is
5.8þ8.2

−3.1 × 105 [31,39]. Assuming that 10% of dark matter

is in black holes of mass mBH ¼ 30 M⊙, the ratio of
relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then
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We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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where prime denotes a derivative with respect to X,
X ≡ v=

ffiffiffi
2
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σBH, σ2BH ¼ hv2BHi , lnΛ ≈ 10 is the Coulomb

logarithm, and G is the gravitational constant. The mean
change of kinetic energy of the stars Es ¼ mshvs2i=2 is
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Substituting Eq. (1) in Eq. (2) and integrating by parts we
get [47],
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½hv2s i þ hv2BHi &3=2
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Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
tr ≈ðN=8 lnNÞτc, where τc ¼ r=σ is the crossing time
andN is the number of particles. If the system is dominated
by black holes (as is the case here), then stars will reach
equipartition soon as the black holes establish a collisional
steady state.
For Segue 1, σ ¼ 3.7þ1.4

−1.1 km s−1, the half light radius is
29þ8

−5 pc, and the mass within half light radius is
5.8þ8.2

−3.1 × 105 [31,39]. Assuming that 10% of dark matter

is in black holes of mass mBH ¼ 30 M⊙, the ratio of
relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then
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¼ 4
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We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
tr ≈ðN=8 lnNÞτc, where τc ¼ r=σ is the crossing time
andN is the number of particles. If the system is dominated
by black holes (as is the case here), then stars will reach
equipartition soon as the black holes establish a collisional
steady state.
For Segue 1, σ ¼ 3.7þ1.4

−1.1 km s−1, the half light radius is
29þ8

−5 pc, and the mass within half light radius is
5.8þ8.2

−3.1 × 105 [31,39]. Assuming that 10% of dark matter

is in black holes of mass mBH ¼ 30 M⊙, the ratio of
relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then
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We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
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andN is the number of particles. If the system is dominated
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equipartition soon as the black holes establish a collisional
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relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then
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We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.

PRL 119, 041102 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending
28 JULY 2017

041102-2

Virial theorem

Crossing time

Dwarfs with smallest relaxation time


Segue 1

Boötes II

Segue II

Wilman 1

Coma Berenices

Canes Venatici II



tr =
Es

dEs/dt

Time over which equipartition takes place

hΔEi s ¼ vshΔvs;∥i þ
1

2
hðΔvs;∥Þ2i þ

1

2
hðΔvs;⊥Þ2i

¼ 4πG2mBHρBH lnΛ
vs

×
!
−

ms

mBH
erfðXÞ þ

"
1þ ms

mBH

#
Xerf 0ðXÞ

$
; ð1Þ

where prime denotes a derivative with respect to X,
X ≡ v=

ffiffiffi
2

p
σBH, σ2BH ¼ hv2BHi , lnΛ ≈ 10 is the Coulomb

logarithm, and G is the gravitational constant. The mean
change of kinetic energy of the stars Es ¼ mshvs2i=2 is

dEs

dt
¼

ffiffiffi
2

π

r
1

σ3s

Z
∞

0
mshΔEi sv2se−v

2
s=2σ2s dvs: ð2Þ

Substituting Eq. (1) in Eq. (2) and integrating by parts we
get [47],

dEs

dt
¼

ffiffiffiffiffiffiffiffi
96π

p
G2msρBH lnΛ

½hv2s i þ hv2BHi &3=2
½mBHhv2BHi −mshv2s i &: ð3Þ

Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
tr ≈ðN=8 lnNÞτc, where τc ¼ r=σ is the crossing time
andN is the number of particles. If the system is dominated
by black holes (as is the case here), then stars will reach
equipartition soon as the black holes establish a collisional
steady state.
For Segue 1, σ ¼ 3.7þ1.4

−1.1 km s−1, the half light radius is
29þ8

−5 pc, and the mass within half light radius is
5.8þ8.2

−3.1 × 105 [31,39]. Assuming that 10% of dark matter

is in black holes of mass mBH ¼ 30 M⊙, the ratio of
relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then
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We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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Equation (3) shows that when mBHhv2BHi ¼ mshv2s i there
is no energy exchange between the two populations.
If hv2BHi ≈ hv2s i ≡ σ2, the time scale for stars and black
holes to reach equipartition is trelax ¼ Es=ðdEs=dtÞ,
which based on the virial theorem can be written as
tr ≈ðN=8 lnNÞτc, where τc ¼ r=σ is the crossing time
andN is the number of particles. If the system is dominated
by black holes (as is the case here), then stars will reach
equipartition soon as the black holes establish a collisional
steady state.
For Segue 1, σ ¼ 3.7þ1.4

−1.1 km s−1, the half light radius is
29þ8

−5 pc, and the mass within half light radius is
5.8þ8.2

−3.1 × 105 [31,39]. Assuming that 10% of dark matter

is in black holes of mass mBH ¼ 30 M⊙, the ratio of
relaxation time to Hubble time is ∼0.01. Thus, mass
segregation and equipartition must have already taken
place in Segue 1 by the present epoch [The quoted
relaxation time is directly proportional to the fraction of
dark matter in black holes. If, for example, the fraction of
dark matter is 100% (1%) the ratio of relaxation time to
Hubble time is ∼0.1 (∼0.001)]. Other dwarf galaxies with
similar relaxation times are Bootes II, Segue II, Wilman 1,
Coma, andCanesVenatici II.All other knowndwarf galaxies
have relaxation times that are at least a factor of 10 higher.
We proceed by assuming that the initial distribution of

stars is described by a Plummer profile. This is justified
for two reasons: first, Plummer profiles are known to be
acceptable fits to the present-day distribution of stars in
dwarf galaxies, and second, a Plummer profile has an inner
core. Anything steeper than a cored profile such as
Plummer will exhibit even more severe effects of mass
segregation [an exponential profile can also be used (see
Ref. [48]), with similar results].
We follow Brandt [28] and calculate the evolution of

radial shells by using the virial theorem and the diffusion
coefficient for weak scattering of stars off black holes (see
also Ref. [46]). The differential equation that governs the
evolution of radial mass shells as a function of time is then
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We adopt for Segue 1 α ¼ 0.4, β ¼ 10 (see Brandt [28])
and a total mass in stars ofMs ¼ 340 M⊙ [31]. The choice
of values for α and β is such that the effects of mass
segregation are minimal and thus provide a conservative
choice [the result is insensitive to the choice of α as the
density of stars is much less than the density of dark matter;

FIG. 1. Left: The evolved stellar deficit as a function of radius in Segue 1 for various fractions fDM of black hole dark matter and black
hole masses mBH. The deficit increases as fDM and mBH increase. Right: Projected stellar surface density of Segue 1. Data points
represent the observed surface density [39]. Black curve shows the case with no black hole dark matter. Line types and colors correspond
to the same choices as in the left panel.
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ABSTRACT

We present the results of a comprehensive Keck/DEIMOS spectroscopic survey of the ultra-faint Milky Way
satellite galaxy Segue 1. We have obtained velocity measurements for 98.2% of the stars within 67 pc (10′, or 2.3
half-light radii) of the center of Segue 1 that have colors and magnitudes consistent with membership, down to a
magnitude limit of r = 21.7. Based on photometric, kinematic, and metallicity information, we identify 71 stars
as probable Segue 1 members, including some as far out as 87 pc. After correcting for the influence of binary stars
using repeated velocity measurements, we determine a velocity dispersion of 3.7+1.4

− 1.1 km s− 1. The mass within the
half-light radius is 5.8+8.2

− 3.1 ×105 M⊙. The stellar kinematics of Segue 1 require very high mass-to-light ratios unless
the system is far from dynamical equilibrium, even if the period distribution of unresolved binary stars is skewed
toward implausibly short periods. With a total luminosity less than that of a single bright red giant and a V-band
mass-to-light ratio of 3400 M⊙/L⊙, Segue 1 is the darkest galaxy currently known. We critically re-examine recent
claims that Segue 1 is a tidally disrupting star cluster and that kinematic samples are contaminated by the Sagittarius
stream. The extremely low metallicities ([Fe/H] < − 3) of two Segue 1 stars and the large metallicity spread among
the members demonstrate conclusively that Segue 1 is a dwarf galaxy, and we find no evidence in favor of tidal
effects. We also show that contamination by the Sagittarius stream has been overestimated. Segue 1 has the highest
estimated dark matter density of any known galaxy and will therefore be a prime testing ground for dark matter
physics and galaxy formation on small scales.

Key words: dark matter – galaxies: dwarf – galaxies: individual (Segue 1) – galaxies: kinematics and dynamics –
Local Group

Online-only material: color figures, machine-readable table

1. INTRODUCTION

The Sloan Digital Sky Survey (SDSS) has been tremendously
successful in revealing new Milky Way dwarf galaxies over the
past five years (e.g., Willman et al. 2005; Zucker et al. 2006;
Belokurov et al. 2007a, 2010; Walsh et al. 2007). However,
its limited depth and sky coverage, along with the difficulty of
obtaining spectroscopic follow-up observations, still leave us
with an incomplete understanding of the Milky Way’s satellite
population. In particular, key parameters such as the luminosity
function, mass function, radial distribution, and total number of
satellites depend extremely sensitively on the properties of the
few least luminous dwarfs (e.g., Tollerud et al. 2008), which are
not yet well determined. Since the least luminous dwarfs are
the closest and densest known dark matter halos to the Milky
Way, these same objects represent critical targets for indirect
dark matter detection experiments (e.g., Baltz et al. 2000; Evans
et al. 2004; Colafrancesco et al. 2007; Strigari et al. 2008b;
Kuhlen et al. 2008; Bringmann et al. 2009; Pieri et al. 2009;

∗ The data presented herein were obtained at the W. M. Keck Observatory,
which is operated as a scientific partnership among the California Institute of
Technology, the University of California, and NASA. The Observatory was
made possible by the generous financial support of the W. M. Keck Foundation.
8 Hubble Fellow

Martinez et al. 2009) and for placing limits on the phase-space
density of dark matter particles (e.g., Hogan & Dalcanton 2000;
Dalcanton & Hogan 2001; Kaplinghat 2005; Simon & Geha
2007; Strigari et al. 2008b; Geha et al. 2009). However, as the
closest known satellites to the Milky Way, they are also the most
susceptible to tidal forces and other observational systematics.

Because of the extreme lack of bright stars in these systems,
most of the faintest dwarfs such as Willman 1 (Willman et al.
2005), Boötes II (Walsh et al. 2007), Segue 1 (Belokurov
et al. 2007a), and Segue 2 (Belokurov et al. 2009) remain
relatively poorly characterized by observations; for example, the
dynamical state of Willman 1 has still has not been established
(Martin et al. 2007; Willman et al. 2010), and the velocity
dispersion of Boo II is uncertain at the factor of ∼5 level (Koch
et al. 2009). Similarly, although Geha et al. (2009, hereafter
G09) demonstrated that the kinematics of stars in Segue 1
clearly indicate that it is a dark matter-dominated object, other
observations have suggested the possibility of tidal debris in the
vicinity of Segue 1, as well as potential contamination from the
Sagittarius stream (Niederste-Ostholt et al. 2009).

More generally, the issues of tidal disruption (e.g., Peñarrubia
et al. 2008) and binary stars (McConnachie & Côté 2010) are
the last remaining major questions to be settled regarding the
nature of the faintest dwarfs. These objects promise clues to the
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extreme limits of galaxy formation (Gilmore et al. 2007; Strigari
et al. 2008a) and perhaps to the formation of the first galaxies
in the early universe (e.g., Bovill & Ricotti 2009), as well
as offering insights into dark matter physics. However, these
applications hinge on the assumption that the mass distribution
of each system is accurately known. Current mass estimates
assume dynamical equilibrium and that the observed kinematics
are not being affected by Galactic tides or binary stars, but tests
of those assumptions are obviously required in order to confirm
that the dwarfs are bound, equilibrium systems. If instead the
observed velocity dispersions of Segue 1, Willman 1, and others
are being inflated either by the tidal influence of the Milky Way
or the presence of binary stars in the kinematic samples, then
they are unlikely to be useful probes of the behavior of dark
matter on small scales.

Correcting velocity dispersions for binaries, which are in-
evitably present in any stellar system, is relatively straightfor-
ward (Minor et al. 2010). The only observational requirement is
that a significant subset of the sample have at least two velocity
measurements with a separation of order 1 yr. Tidal effects, un-
fortunately, are more difficult to nail down. The only unambigu-
ous signature of tidal interactions is the presence of tidal tails
(e.g., Toomre & Toomre 1972). Detecting such features in the
ultra-faint dwarfs is extremely challenging: the galaxies them-
selves have central surface brightnesses of 26–28 mag arcsec−2

(Martin et al. 2008), so any tidal debris would be at least several
magnitudes fainter and likely below the SDSS detection limit of
∼30 mag arcsec−2. Deeper, wide-field photometric surveys of
the ultra-faint dwarfs can reach surface brightnesses as low as
32.5 mag arcsec−2 (Sand et al. 2009, 2010; Muñoz et al. 2010;
de Jong et al. 2010), but such observations are not yet available
for most of the dwarfs.

In principle, spectroscopic studies can pinpoint the stars as-
sociated with an object and probe debris at lower surface den-
sities than is possible photometrically. Spectroscopic surveys
also provide the only means of identifying tidal debris that is
oriented along the line of sight to an object (Łokas et al. 2008;
Klimentowski et al. 2009). However, the currently available
spectroscopic samples of less than 25 stars in the faintest dwarfs
are not sufficient to determine to what extent tides may be af-
fecting the kinematics. Much larger spectroscopic data sets are
required to test for tidal effects.

In this paper, we present a nearly complete spectroscopic
survey of Segue 1 that is aimed at obtaining repeated velocity
measurements of known members and searching for stars
that have been tidally stripped from the system. We describe
our modeling of the binary star population and the mass
distribution in more detail in a companion paper (Martinez
et al. 2010, hereafter Paper II), and a separate study examines
the implications of our new mass measurements for indirect
detection of dark matter (Essig et al. 2010). In Section 2,
we describe the survey and the data reduction. We identify
Segue 1 member stars in Section 3 and then analyze their
metallicities and velocities in Section 4. In Section 5, we present
our derivation of the intrinsic velocity dispersion of Segue 1
after correcting for the presence of binary stars in the sample
(see Paper II for more details), and in Section 6 we describe our
detection of an unrelated tidal stream in the same part of the
sky. We consider the implications of this data set for proposals
that the kinematics of Segue 1 are affected by contamination and
tidal disruption in Section 7. We discuss the utility of Segue 1 for
placing constraints on the properties of dark matter in Section 8.
In Section 9, we summarize our findings and conclude.

Table 1
Summary of Properties of Segue 1

Row Quantity Value

(1) R.A. (J2000) (h m s) 10:07:03.2 ± 1.s7
(2) Decl. (J2000) (◦ ′ ′′) +16:04:25 ± 15′′

(3) Distance (kpc) 23 ± 2
(4) MV −1.5+0.6

−0.8

(5) LV (L⊙) 340
(6) ϵ 0.48+0.10

−0.13

(7) µV,0 (mag arcsec−2) 27.6+1.0
−0.7

(8) reff (pc) 29+8
−5

(9) Vhel (km s−1) 208.5 ± 0.9

(10) VGSR (km s−1) 113.5 ± 0.9

(11) σ (km s−1) 3.7+1.4
−1.1

(12) Mass (M⊙) 5.8+8.2
−3.1 × 105

(13) M/LV (M⊙/L⊙) 3400
(14) Mean [Fe/H] −2.5

Notes. Rows (1)–(2) and (4)–(8) are taken from the SDSS
photometric analysis of Martin et al. (2008) and row (3)
from Belokurov et al. (2007a). Values in rows (9)–(14)
are derived in this paper.

2. EXPERIMENTAL DESIGN, OBSERVATIONS,
AND DATA REDUCTION

2.1. A Survey for Tidal Debris

As a complement to ongoing deep, wide-field photometric
surveys of the ultra-faint dwarfs (e.g., Muñoz et al. 2010), we
embarked upon a spectroscopic search for evidence of tidal
stripping or extratidal stars. The ideal target for such a search
would be a galaxy that (1) is nearby, to maximize the tidal
forces it is currently experiencing,9 (2) is moving at a high
velocity relative to the Milky Way, to minimize the degree of
contamination by foreground stars, and (3) has a small angular
size, to minimize the area that the survey needs to cover. Out
of all the known Milky Way dwarf galaxies, the clear choice
according to these criteria is Segue 1. At a distance of 23 kpc
from the Sun (28 kpc from the Galactic center), Segue 1 is the
closest dwarf galaxy other than Sagittarius, which of course
is the prototype for a dwarf undergoing tidal disruption. Its
heliocentric velocity of 207 km s−1 (the largest of the Milky
Way satellites within 200 kpc) and relatively small velocity
dispersion give Segue 1 the lowest expected surface density of
Milky Way foreground stars within 3σ of its mean velocity
(according to the Besançon model; Robin et al. 2003). Finally,
if Segue 1 is not surrounded by a massive dark matter halo—and
it can only host visible tidal features if no extended halo is
present—its instantaneous Jacobi (tidal) radius based on the
stellar mass estimated by Martin et al. (2008) is ∼30 pc, or
4.′5, which is an observationally feasible area to search. This
calculation conservatively assumes that Segue 1 has never been
closer to the Milky Way than it is now; if its orbital pericenter
is less than 28 kpc, its baryon-only tidal radius would be even
smaller. The properties of Segue 1 are summarized in Table 1.

2.2. Target Selection

To select targets for the survey, we focused on the area within
∼15′ (100 pc) of the center of Segue 1 as determined by Martin

9 If the object is too close to the pericenter of its orbit, though, then the extent
of its tails (if they exist) would be minimized.
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ABSTRACT

Gamma-ray searches for dark matter annihilation and decay in dwarf galaxies rely on an understanding of the
dark matter density profiles of these systems. Conversely, uncertainties in these density profiles propagate into the
derived particle physics limits as systematic errors. In this paper we quantify the expected dark matter signal from
20 Milky Way dwarfs using a uniform analysis of the most recent stellar-kinematic data available. Assuming that
the observed stellar populations are equilibrium tracers of spherically symmetric gravitational potentials that are
dominated by dark matter, we find that current stellar-kinematic data can predict the amplitudes of annihilation
signals to within a factor of a few for the ultra-faint dwarfs of greatest interest. On the other hand, the expected
signal from several classical dwarfs (with high-quality observations of large numbers of member stars) can be
localized to the ∼20% level. These results are important for designing maximally sensitive searches in current and
future experiments using space and ground-based instruments.
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1. INTRODUCTION

The search for cosmological dark matter annihilation or decay
is a major effort in contemporary astrophysics. Educing the dark
matter particle physics from observations requires a detailed
understanding of the dark matter distribution in the systems
under study. A productive avenue of approach has been to
search for gamma-rays generated by dark matter annihilation
in Milky Way dwarf spheroidal galaxies (e.g., Scott et al. 2010;
Essig et al. 2010; Aleksić et al. 2011; Geringer-Sameth &
Koushiappas 2011; Ackermann et al. 2011; Geringer-Sameth
& Koushiappas 2012; Aliu et al. 2012; Ackermann et al.
2014; Geringer-Sameth et al. 2014). Such systems are nearby,
dark matter-dominated, and contain no conventional sources
of astrophysical backgrounds (e.g., cosmic ray generation and
propagation through interstellar gas). Many such dwarf galaxies
have been discovered in recent years (Willman et al. 2005;
Zucker et al. 2006a, 2006b; Walsh et al. 2007; Belokurov et al.
2007, 2008; Belokurov et al. 2009, 2010) with the prospect of
more discoveries from ongoing and future sky surveys like Pan-
Starrs (Kaiser et al. 2002), the Vista Hemisphere Survey (Ashby
et al. 2013, 2014), the Dark Energy Survey (Flaugher 2005),
and eventually the Large Synoptic Survey Telescope (Tyson
et al. 2003).

Previous studies of dwarf galaxies have begun to constrain
the physical properties of dark matter (Geringer-Sameth &
Koushiappas 2011; Ackermann et al. 2011, 2014; Geringer-
Sameth et al. 2014). The lack of any significant gamma-ray
excess lead to the exclusion of generic dark matter candidates
with annihilation cross sections on the order of the benchmark
value for a thermal relic (∼3 × 10−26 cm3 s−1) and with masses
less than a few tens of GeV. Despite current non-detections,
dwarf galaxies—and their lack of astrophysical contaminating
sources—offer the cleanest possible signature of dark matter
annihilation or decay compared with other targets. This is
especially interesting in the context of recent claims of a
Galactic center gamma-ray excess and associated dark matter

interpretation (e.g., Hooper & Goodenough 2011; Boyarsky
et al. 2011; Abazajian & Kaplinghat 2012, 2013; Abazajian et al.
2014; Daylan et al. 2014). Observations of dwarf galaxies have
the potential to either confirm or rule out such an interpretation.

The dark matter distribution within a target system is a nec-
essary ingredient for placing constraints on any particle theory
that predicts dark matter annihilation or decay. Knowledge of
the relative signal strengths among different targets as well as
the spatial distribution of the emission is required for designing
maximally sensitive searches in current and future experiments.
The overall emission rate from annihilation is described by the
“J value,” the integral along the line of sight and over an aper-
ture of the square of the dark matter density. The amplitude
of J helps to identify which dwarfs are the most promising for
searches (i.e., are the “brightest”).

Different groups have devised various methods for estimating
dark matter distributions (and uncertainties) using observations
of line-of-sight velocities of dwarf galaxy member stars. Some
authors use the kinematic data to fit for the mass and/or
concentration of dark matter density profiles that are assumed
to follow an analytic form typically used to describe low-mass
“subhalos” (virial mass ∼109–10 M⊙) that form around Milky-
Way-like galaxies in dissipationless cosmological simulations
based on cold dark matter (CDM; e.g., Strigari et al. 2007;
Martinez et al. 2009; Martinez 2013). Some studies make an
explicit assumption of a cored profile (Cholis & Salucci 2012;
Salucci et al. 2012), while others take a more agnostic approach,
fitting relatively flexible density profiles that are not restricted
to the form used to describe simulated halos (e.g., Charbonnier
et al. 2011).

In addition, different groups use different techniques for
propagating the uncertainties in those dark matter distributions
when incorporating gamma-ray non-detections to derive limits
on the annihilation cross section as a function of particle mass.
For example, in their joint analysis of stellar-kinematic and
gamma-ray data for several dwarfs, Ackermann et al. (2011) take
the uncertainty in J to be described by a log-normal distribution
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lower values of β simply imply a higher normalization of
the r ∼ t1=2 solution to Eq. (4)].
The stars are initially distributed in a Plummer profile

with a scale radius of rs ¼ 16 pc. This value is 25% smaller
than the currently measured value of the Plummer scale
radius. Any other choice would lead to stronger constraints
on black hole dark matter (we confirmed this assumption
by repeating the analysis for a suite of initial scale radii of a
Plummer profile as well as by assuming an isothermal
sphere or a Hernquist profile as the initial distribution. All
these options led to stronger constraints to black hole dark
matter). We assume that the dark matter distribution is
described by a generalized NFW profile [49], whose
parameters α, β, γ, ρs, and rs as defined in Eq. (7) of
Ref. [50] are given by the median values obtained by the
MCMC analysis of Geringer-Sameth et al. [50]. The
median value of the profile parameters does not necessarily
correspond to the median value of the density at all radii.
We repeated the calculation by assuming the median of the
density at each integrated radial shell and find that the
deviations are negligible. In addition, repeating the calcu-
lation by marginalizing over all the kinematically allowed
distributions of dark matter also has negligible effects on
the results.
We assume that at t ¼ 0 the outer envelope of the profile

is similar to that observed at the present epoch. Any
evolution of the stellar density profile should leave the
outer regions of the stellar population unaffected. Given
that at present the half light radius of Segue 1–20 pc, we set
the profile to zero at a reasonably large radius of 300 pc.
We integrate Eq. (4) over 12 Gyr to obtain the evolution

of each radial shell as a function of time. We find two main
effects of black hole dark matter. First, each initial radial
distance (with stars interior to it) moves outwards, with the
displacement decreasing as the radius increases. There is no
shell crossing and as stars in the outer regions remain
unaffected, we find that stars that were displaced by black
holes lead to the presence of a spherical shell overdensity.
The depletion of stars in the inner regions leads to the
prediction of a stellar ring in projection [note that we ignore
the effects of evaporation for two reasons. First, the
evaporation time scale is ∼Oð10–100Þ longer than the
relaxation time scale and thus mass segregation will take
place well before any effects of evaporation appear. Second,
evaporation would deplete stars from the inner regions and,
therefore, augment the effects we observe here].
The left panel of Fig. 1 shows the present-day evolution

change of the stellar deficit δρ s=ρ s ∼ ½rð0Þ=rðtÞ%3 − 1 as a
function of radius. Increasing the fraction of black hole
dark matter leads to a larger depletion of stars in the center
of the galaxy. A similar effect is obtained when the fraction
of black hole dark matter is fixed but the black hole mass
increases. The right panel of Fig. 1 shows the projected
stellar surface density profile compared to the observed
stellar profile density obtained from the stars identified in

Simon et al. [39], binned in radii of an equal number of
stars (with Poisson errors).
We use the observed distribution of stars to place

constraints on the evolved light profile when there is a
nonzero fraction of black hole dark matter. For each
assumed value of fDM and mBH, we compute the evolved
projected stellar surface density profile and compare it with
the observed stellar profile [39]. We assign a χ2 test statistic
to each choice of fDM and mBH and compute the corre-
sponding p value for 3 d.o.f.. The result is shown in Fig. 2.
Black hole fractions greater than 6% (20%) for mBH ¼
30 M⊙ (mBH ¼ 10 M⊙) are ruled out at the 99.9% con-
fidence level. Figure 2 compares our results to previous
constraints from the observed half-light radius of the
Eridanus II dwarf galaxy [28], microlensing studies
[10,11], CMB photoionization limits from accretion onto
primordial black holes [20], and constraints from wide
binaries in the Milky Way [14]. The light profile of Segue 1
improves constraints on masses greater than 6 M⊙.
The above constraints can be improved if future obser-

vations would reveal more stars in Segue 1 (as well as other
dwarf galaxies). Figure 3 show a simulated smoothed
projected stellar density of Segue 1 in the case where there

FIG. 2. Constraints from the distribution of stars in Segue 1 on
the fraction of dark matter in the form of black holes, fDM, as a
function of black hole mass mBH. The solid (dashed) black
contour corresponds to a p value of 0.001 for the most (least)
conservative case where the velocity dispersion of Segue 1 is
4.1 km s−1 (2.7 km s−1). We also show limits from the evolution
of the half light radius of the Eridanus II dwarf galaxy as well as
other ultra faint dwarfs (UFDs) [28], Milky Way wide binaries
(using the 25 most halo like binaries) [14], microlensing limits
from Eros-2 [11] and MACHO experiments [10], and constraints
from CMB photoionization from accretion onto primordial black
holes [20]. In all these cases, the solid lines correspond to the
most conservative choice of parameters in these calculations
while the thin dashed lines correspond to the least conservative
choices. The stellar distribution in Segue 1 improves constraints
for masses greater than 6 M⊙.
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Fig. 1.— Dynamical heating of a 6000 M⊙ star cluster by 30 M⊙
MACHOs at three fiducial densities, neglecting mass loss from the
cluster. The cluster expands slowly until its mean density equals
that of the MACHOs, and then expands as rh ∼

√
t.

lution of the half-light radius,

drh
dt

=
4
√
2πGfDMma

σ
lnΛ

(

α
M∗

ρr2h
+ 2βrh

)−1

. (7)

As long as the star cluster is dark-matter dominated,
Equation (7) is independent of the dark matter density.
A compact stellar system will expand slowly until it be-
comes dominated by its dark matter content, and then
expand with rh ∼

√
t. Figure 1 demonstrates this behav-

ior for a 6000 M⊙ cluster with an initial half-light radius
of 1 pc for 30 M⊙ MACHOs at three fiducial dark matter
densities, taking α = 0.4 and β = 10.
Motivated by Equation (7), I define two characteristic

lifetimes for a stellar system. The first is the time for it
to puff up to its observed size from the ∼2 pc core radius
of a typical Galactic star cluster (Kharchenko et al. 2005;
Harris 1996, 2010 edition). The second is the timescale to
double in area (increase by a factor of

√
2 in linear size).

In the limit of a dark-matter dominated system, these
timescales are equal to each other, and to the timescale
for the cluster to gain energy equal to its current kinetic
energy.

3. CONSTRAINTS FROM THE ULTRA-FAINT
DWARFS

I now combine Equation (7) with the observed survival
of compact ultra-faint dwarf galaxies and of the star clus-
ter in the core of Eridanus II to constrain MACHO dark
matter. As described in the previous section, I define two
characteristic lifetimes: (1) the time for the cluster to ex-
pand to its current size from the ∼2 pc core of a typical
Galactic cluster; and (2) the time to double its current
area. By requiring these times, derived using Equation
(7), to be longer than the cluster’s age, I derive corre-
sponding constraints on the abundance of MACHO dark
matter.

3.1. The Cluster in Eridanus II

The star cluster in Eridanus II is believed to be at
least ∼3 Gyr old, and could be as old as ∼12 Gyr
(Crnojević et al. 2016). At an age of 3 Gyr, the V -
band mass-to-light ratio for a metal-poor stellar system is

∼1M⊙/L⊙, while this ratio is ∼3M⊙/L⊙ for an old sys-
tem (Maraston 2005). The cluster’s observedMV = −3.5
thus implies a stellar mass of ∼2000 M⊙ at an age of
3 Gyr, or a mass of ∼6000 M⊙ at an age of 12 Gyr. The
system has an observed half-light radius rh = 13 pc. I
assume the system to have resided within the core of the
dark matter halo for its entire life, and derive MACHO
limits by requiring the timescales for dynamical heating
to be longer than the cluster’s age.
Figure 2 shows the constraints for a range of plausi-

ble dark matter halo properties, with three-dimensional
velocity dispersions of 5–10 km s−1 and dark matter den-
sities of 0.02–1 M⊙ pc−3. These values span the range
of parameters characteristic of ultra-faint dwarf galaxies
(Simon & Geha 2007; McConnachie 2012 and references
therein). At an age of 3 Gyr (left panel), MACHOs
!15 M⊙ are excluded from making up all of the dark
matter unless the Eri II cluster was initially compact and
remains embedded in a low-density, high-dispersion halo.
In this case, a cluster of the observed size is a transient
phenomenon; similar objects should be rarer than com-
pact low-mass clusters. If the cluster has spent ∼12 Gyr
near the center of its halo (right panel), the constraints
strengthen.
The preceding discussion assumed a roughly constant

dark matter density profile (a core larger than the clus-
ter). Assuming a cuspy dark matter profile with the clus-
ter at the dynamical center would strengthen the con-
clusions. Such an assumption would make the cluster
dominated by dark matter at a smaller half-light radius;
it would quickly begin to evolve with rh ∼

√
t inde-

pendently of dark matter density (Equation (7)). Fur-
ther, the velocity dispersion of the dark matter parti-
cles is expected to fall toward the center of an NFW
halo (Ferrer & Hunter 2013). Lower velocity dispersions
would make MACHOs even more effective at dynamical
heating, improving constraints on their abundance. If,
on the other hand, the cluster were slightly offset from
the dynamical center of a strong dark matter cusp, it
would be tidally shredded in a dynamical time.

3.2. Constraints from Other Ultra-Faint Dwarfs

The entire stellar population of a dwarf galaxy will
also be dynamically heated by MACHOs. Many com-
pact ultra-faint dwarf galaxies are now known, with stel-
lar masses !3000 M⊙ (assuming a mass-to-light ratio
M/LV = 3 M⊙/L⊙,V ), half-light radii !30 pc, and cen-
tral densities ∼1M⊙ pc−3. Table 1 lists some basic prop-
erties of ten compact ultra-faint dwarfs (plus the star
cluster in Eri II); all but three were discovered since 2015.
Where measured, the ages of the stars are consistent with
∼10 Gyr (Bechtol et al. 2015; Laevens et al. 2015). The
mean densities listed are vulnerable to different defini-
tions of the half-light or half-mass radius, and should be
treated as uncertain to at least a factor of ∼2. The com-
pact ultra-faint dwarfs constrain MACHO dark matter
in the same way as the star cluster in Eri II: I use the
same two heating timescales and require one or the other
to be longer than 10 Gyr.
Figure 3 shows the limits on MACHO dark matter

implied by a fiducial compact ultra-faint dwarf, with
rh = 30 pc, M∗ = 3000 M⊙, and a central dark matter
density ρ = 1 M⊙ pc−3, for three-dimensional velocity

Velocity dispersion unknown 

Dark matter distribution unknown

Use 1/2-light radius of the central cluster only  
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Fig. 2.— MACHO constraints from the survival of the star cluster near the core of Eridanus II, assuming a cluster age of 3 Gyr (left
panel) and 12 Gyr (right panel). The units for the dark matter density ρ and velocity dispersion σ, are M⊙ pc−3 and kms−1, respectively.
The limits come from requiring that the timescale to grow from rh,0 = 2 pc to the observed rh = 13 pc is longer than the cluster age (red

lines), or from requiring that the timescale to double in area (increase by
√
2 in rh) is longer than the cluster age (blue lines).

TABLE 1
Properties of Compact Ultra-Faint Dwarf Galaxies

Name rh
† LV ρ1/2 σ∗ Ref.††

pc L⊙ M⊙ pc−3 km s−1

Wil I 25± 6 1000 4 4.3+2.3
−1.3 1,2

Seg I 29+8
−5 300 3 3.9± 0.8 2,3

Seg II 35± 3 900 1 3.4+2.5
−1.2 4

Ret II 32+2
−1/55

+5
−5 1500* 2 3.2+1.6

−0.5 5,6,7

Hor I 30+4
−3/60

+76
−30 2000* 5 4.9+2.8

−0.9 5,6,7

Pic I 29+9
−4/43

+153
−21 2000* 5,6

Pho II 26+6
−4/33

+20
−11 1500* 5,6

Ind I 37+13
−8 /12+2

−2 1000* 5,6

Eri III 14+13
−3 /11+8

−5 500* 5,6

Dra II 19+8
−6 1000 8

Eri II** 13± 1 2000 9
† Where two values are given, the first is from Koposov et al.
(2015a) and the second from Bechtol et al. (2015).
†† References abbreviated as: 1 (Martin et al. 2007); 2
(Martin et al. 2008); 3 (Simon et al. 2011); 4 (Belokurov et al.
2009); 5 (Bechtol et al. 2015); 6 (Koposov et al. 2015a); 7
(Koposov et al. 2015b); 8 (Laevens et al. 2015); 9 (Crnojević et al.
2016)
* Geometric means of Koposov et al. (2015a) and Bechtol et al.
(2015), rounded to 500 L⊙.
** Values are for the central star cluster only.

dispersions of 5 and 10 km s−1. The observed ultra-faint
dwarfs lie within this range; with one-dimensional veloc-
ity dispersions between 3 and 6 km s−1 (Table 1). The
survival of the compact ultra-faint dwarfs listed in Table
1 rules out dark matter consisting entirely of MACHOs
of mass !10 M⊙.

4. DISCUSSION AND CONCLUSIONS

The star cluster in the core of the newly discovered
dwarf galaxy Eridanus II provides strong constraints on
a region of MACHO parameter space difficult to probe
with either microlensing or wide Galactic binaries; the
population of compact, ultra-faint dwarfs provides sim-
ilar, independent limits. Figure 4 compares the con-
straints derived in Section 3 using conservative assump-

Fig. 3.—MACHO constraints from the observed sizes of compact
ultra-faint dwarf galaxies, assuming a stellar mass of 3000 M⊙, a
current half-light radius rh = 30 pc, and an age of 10 Gyr. The
units for the dark matter density ρ and velocity dispersion σ, are
M⊙ pc−3 and km s−1, respectively. The limits come from requiring
that the timescale to grow from rh,0 = 2 pc to rh = 30 pc is longer
than 10 Gyr (red lines), or from requiring that the timescale to
double in area (increase by

√
2 in rh) is longer than 10 Gyr (blue

lines).

tions about the dark matter halos to constraints from
microlensing (Alcock et al. 2001; Tisserand et al. 2007)
and wide Galactic halo binaries (Quinn et al. 2009). The
kinematics of the Galactic disk provide an independent
limit on the abundance of very massive (!107 M⊙) MA-
CHOs (Lacey & Ostriker 1985). For dark matter ha-
los consistent with measured dwarf properties (Table 1),
MACHO dark matter is ruled out over the entire open
region of masses. If Eri II’s cluster is old and was ini-
tially puffier than Galactic clusters, it provides especially
strong limits.
While Eri II’s cluster likely provides the best limits on

MACHOs from ∼10 M⊙ up to thousands of M⊙, there
are ways to evade its constraints. The cluster, for exam-
ple, could have recently spiraled into the center of Eri II
due to dynamical friction, having spent most of its life
as a compact cluster in a low-density MACHO environ-
ment. However, the inspiral timescale is inversely pro-



lower values of β simply imply a higher normalization of
the r ∼ t1=2 solution to Eq. (4)].
The stars are initially distributed in a Plummer profile

with a scale radius of rs ¼ 16 pc. This value is 25% smaller
than the currently measured value of the Plummer scale
radius. Any other choice would lead to stronger constraints
on black hole dark matter (we confirmed this assumption
by repeating the analysis for a suite of initial scale radii of a
Plummer profile as well as by assuming an isothermal
sphere or a Hernquist profile as the initial distribution. All
these options led to stronger constraints to black hole dark
matter). We assume that the dark matter distribution is
described by a generalized NFW profile [49], whose
parameters α, β, γ, ρs, and rs as defined in Eq. (7) of
Ref. [50] are given by the median values obtained by the
MCMC analysis of Geringer-Sameth et al. [50]. The
median value of the profile parameters does not necessarily
correspond to the median value of the density at all radii.
We repeated the calculation by assuming the median of the
density at each integrated radial shell and find that the
deviations are negligible. In addition, repeating the calcu-
lation by marginalizing over all the kinematically allowed
distributions of dark matter also has negligible effects on
the results.
We assume that at t ¼ 0 the outer envelope of the profile

is similar to that observed at the present epoch. Any
evolution of the stellar density profile should leave the
outer regions of the stellar population unaffected. Given
that at present the half light radius of Segue 1–20 pc, we set
the profile to zero at a reasonably large radius of 300 pc.
We integrate Eq. (4) over 12 Gyr to obtain the evolution

of each radial shell as a function of time. We find two main
effects of black hole dark matter. First, each initial radial
distance (with stars interior to it) moves outwards, with the
displacement decreasing as the radius increases. There is no
shell crossing and as stars in the outer regions remain
unaffected, we find that stars that were displaced by black
holes lead to the presence of a spherical shell overdensity.
The depletion of stars in the inner regions leads to the
prediction of a stellar ring in projection [note that we ignore
the effects of evaporation for two reasons. First, the
evaporation time scale is ∼Oð10–100Þ longer than the
relaxation time scale and thus mass segregation will take
place well before any effects of evaporation appear. Second,
evaporation would deplete stars from the inner regions and,
therefore, augment the effects we observe here].
The left panel of Fig. 1 shows the present-day evolution

change of the stellar deficit δρ s=ρ s ∼ ½rð0Þ=rðtÞ%3 − 1 as a
function of radius. Increasing the fraction of black hole
dark matter leads to a larger depletion of stars in the center
of the galaxy. A similar effect is obtained when the fraction
of black hole dark matter is fixed but the black hole mass
increases. The right panel of Fig. 1 shows the projected
stellar surface density profile compared to the observed
stellar profile density obtained from the stars identified in

Simon et al. [39], binned in radii of an equal number of
stars (with Poisson errors).
We use the observed distribution of stars to place

constraints on the evolved light profile when there is a
nonzero fraction of black hole dark matter. For each
assumed value of fDM and mBH, we compute the evolved
projected stellar surface density profile and compare it with
the observed stellar profile [39]. We assign a χ2 test statistic
to each choice of fDM and mBH and compute the corre-
sponding p value for 3 d.o.f.. The result is shown in Fig. 2.
Black hole fractions greater than 6% (20%) for mBH ¼
30 M⊙ (mBH ¼ 10 M⊙) are ruled out at the 99.9% con-
fidence level. Figure 2 compares our results to previous
constraints from the observed half-light radius of the
Eridanus II dwarf galaxy [28], microlensing studies
[10,11], CMB photoionization limits from accretion onto
primordial black holes [20], and constraints from wide
binaries in the Milky Way [14]. The light profile of Segue 1
improves constraints on masses greater than 6 M⊙.
The above constraints can be improved if future obser-

vations would reveal more stars in Segue 1 (as well as other
dwarf galaxies). Figure 3 show a simulated smoothed
projected stellar density of Segue 1 in the case where there

FIG. 2. Constraints from the distribution of stars in Segue 1 on
the fraction of dark matter in the form of black holes, fDM, as a
function of black hole mass mBH. The solid (dashed) black
contour corresponds to a p value of 0.001 for the most (least)
conservative case where the velocity dispersion of Segue 1 is
4.1 km s−1 (2.7 km s−1). We also show limits from the evolution
of the half light radius of the Eridanus II dwarf galaxy as well as
other ultra faint dwarfs (UFDs) [28], Milky Way wide binaries
(using the 25 most halo like binaries) [14], microlensing limits
from Eros-2 [11] and MACHO experiments [10], and constraints
from CMB photoionization from accretion onto primordial black
holes [20]. In all these cases, the solid lines correspond to the
most conservative choice of parameters in these calculations
while the thin dashed lines correspond to the least conservative
choices. The stellar distribution in Segue 1 improves constraints
for masses greater than 6 M⊙.
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Figure 2. E↵ects of two-body relaxation and energy exchange
on the density profile (top panel) and velocity dispersion (bottom
panel) of a two-component halo system with stars and PBH-DM.
The halo has a total DM mass of 2 ⇥ 109 M� composed of 30
M� PBHs, and a total stellar mass of 103 M� consisting of 1 M�
stars. The blue curves represent the PBH-DM component at t = 0
(dashed lines) and t = 12 Gyr (solid lines), while the red curves
represent the stellar components at t = 0 (dashed lines) and t =
12 Gyr (solid lines).

species is below some critical value. In our setup, the to-
tal mass ratio between PBHs and stars is well above the
critical value ⇠0.001(= 0.16(1/30)1.5). As a result, the cen-
tral regime will be devoid of stars, leading to only a “partial
equipartition”. Recently, Trenti & van der Marel (2013) and
Bianchini et al. (2016) reported partial equipartition in their
direct N-body simulations of globular clusters. Of course,
our example is quite extreme since the mass density profile
is completely dominated by PBHs at almost all radii.

The size increase due to heating of PBH appears to be
slightly slower than the analytical result obtained by Brandt

Figure 3. The evolution of 3D half-light radius of stellar compo-
nents with various initial conditions in a PBH-DM halo from our
simulations, in comparison with analytical result from Brandt
(2016). The di↵erent color represents di↵erent initial condition
with R0,⇤ varying from 3, 6, 9, 12 and 15 pc, respectively. Our
results show a rh ⇠ t0.4 size growth rate, slower than rh ⇠ t0.5

reported by Brandt (2016).

(2016). To further investigate this, we performed a set of FP
simulations with phaseflow for di↵erent initial stellar den-
sity distributions, by varying R0,⇤ from 3 to 15 pc, within a
fixed Dehnen sphere with a total DM mass of 2⇥109M� and
R0,DM = 500 pc. The resulting size evolution of the di↵erent
stellar components is shown in Figure 3, in comparison with
that of Brandt (2016). Our simulations show a slower growth
rate, rh / t0.4, than that of rh / t0.5 by Brandt (2016). The
heating rate of a less concentrated stellar component is also
slower than those of more concentrated ones. For example,
the magenta line on top of Figure 3 shows the size evolution
of a stellar core from R0,⇤ = 15 pc, which only approaches
the asymptotic t0.4 trend by the end of the integration. Our
results suggest that the final size of the stellar core only de-
pends weakly on the initial size, and that after ⇠ 10 Gyrs, a
two-component PBH-DM halo of 2⇥ 109M� would produce
a stellar core of ⇠ 50 pc regardless of its initial size.

From Figure 2, the stellar density profile after t =
12 Gyrs is very smooth, we do not see any ”ring profile” pre-
dicted by Koushiappas & Loeb (2017). The discrepancy may
be due to the di↵erent methods used to track the evolution
of the halo system. The FP simulations we performed with
phaseflow can track the two-body relaxation and energy
exchange between the di↵erent mass components accurately,
while the analytical formula used by Koushiappas & Loeb
(2017) may not be able to follow the evolution of the system
dynamically.

MNRAS 000, 1–11 (2017)
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heating rate of a less concentrated stellar component is also
slower than those of more concentrated ones. For example,
the magenta line on top of Figure 3 shows the size evolution
of a stellar core from R0,⇤ = 15 pc, which only approaches
the asymptotic t0.4 trend by the end of the integration. Our
results suggest that the final size of the stellar core only de-
pends weakly on the initial size, and that after ⇠ 10 Gyrs, a
two-component PBH-DM halo of 2⇥ 109M� would produce
a stellar core of ⇠ 50 pc regardless of its initial size.

From Figure 2, the stellar density profile after t =
12 Gyrs is very smooth, we do not see any ”ring profile” pre-
dicted by Koushiappas & Loeb (2017). The discrepancy may
be due to the di↵erent methods used to track the evolution
of the halo system. The FP simulations we performed with
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(2017) may not be able to follow the evolution of the system
dynamically.

MNRAS 000, 1–11 (2017)



Improved constraints from UFDGs on PBHs as DM 7

Figure 2. Stellar mass density profile (left-hand panel), stellar velocity dispersion profile (central panel), and temporal evolution of the
deprojected half-mass radius Rh,? (right-hand panel) for four runs with a monochromatic PBH mass function (Mc = 30M�), a total
DM mass of MDM = 109 M�, a total stellar mass of M? = 103 M�, and a DM scale radius RDM,0 = 103 pc, which differ only in the
initial stellar scale radius: R0,? = 10 (green), 20 (red), 35 (blue), and 50 pc (yellow). The left-hand and central panels show the stellar
profiles at the beginning (t = 0; dashed lines) and at the end of the simulation (t = 12 Gyr; solid lines). The grey dotted and dashed
lines in the right-hand panel show the reference growth rates Rh,? / t0.4 and Rh,? / t0.5, respectively.

UFDGs. For this purpose, we perform four fiducial
simulations varying the stellar scale radius R0,? =
{10, 20, 35, 50} pc, while fixing the mass of each PBH to
Mc = 30M�, the total stellar mass to M? = 103 M�, the
total DM mass to MDM = 109 M�, and the DM scale radius
to RDM,0 = 103 pc. We fix the Coulomb logarithm ln⇤ = 15
for all of these simulations.

The resulting stellar mass density, ⇢?(r), and velocity dis-
persion, �?(r), profiles at the beginning and end of the sim-
ulation, as well as the temporal evolution of the deprojected
half-mass radius Rh,?(t) are shown in Figure 2. The pan-
els show that the central mass density of stars drops with
time, while the central stellar velocity dispersion increases.
This behaviour can be explained in terms of the initial tem-
perature inversion of stars, i.e. the fact that their velocity
dispersion exhibits a pronounced peak at some radius at the
beginning of the integration (in our specific case, at ⇠1 kpc).
In other words, one can think of the stars at the very cen-
tre as a dynamically “cool” sub-system (Binney 1980). As
time progresses, gravitational encounters due to PBHs and
other stars increase the central stellar velocity dispersion.
As a result, the central stars get dynamically heated up and
expand to larger radii. This phenomenon is well studied for
the case of compact stellar systems lacking a central mas-
sive black hole, e.g. nuclear star clusters (Quinlan 1996).
The expansion of the stellar population results in an en-
hancement of the stellar half-mass radius (right-hand panel
in Figure 2). This phenomenon was analytically described by
Brandt (2016): the stellar system slowly expands until it gets
completely DM-dominated at all radii, while the half-mass
radius grows with time as Rh,? / t0.5. Our simulations yield
a slightly less efficient heating rate for initial stellar scale
radii R0,? between 10 and 50 pc, as previously found by Zhu
et al. (2018) for R0,? up to 15 pc. The reason for this could
be that two dynamical effects of the PBHs on the stellar
population were implicitly neglected in the original deriva-
tion of the analytic expression by Brandt (2016): on the one
hand, dynamical friction of the stars due to the PBHs cools

the stellar population; on the other hand, the increase of the
stellar velocity dispersion should gradually lower the heating
efficiency by PBHs. If both effects are taken into account,
heating would be, in principle, less efficient and the stellar
population would expand at a lower pace than anticipated.
In order to investigate whether these effects are significant
or not, we calculate the complete heating-to-cooling ratio in
the inner 102 pc at the initial time, t = 0, and final time,
t = 12Gyr. That is, we evaluate the fraction,

heating
cooling

= �
D[(�vk)

2] +D[(�v?)
2]

2vD[�vk]
(20)

=
Mc

m? +Mc

erf(X)
2X2G(X)

, (21)

for all of the four simulations as a function of radius, where
D[(�vk)

2, D[(�v?)
2], and D[�vk] (dynamical friction) are

the diffusion coefficients for the stars that are assumed to fol-
low a Maxwellian velocity distribution (Binney & Tremaine
2008) and X ⌘ v/(

p
2�PBH) is the ratio between the typ-

ical stellar velocity v and the velocity dispersion �PBH of
the PBHs. The latter is a direct output of PhaseFlow as a
function of radius, whereas for the former we assume that
v =

p
3�? =

p
3�?(r), i.e. that it is given by their root-mean-

square speed. We find that the heating-to-cooling ratios are
bigger than one in all simulations but they all drop on the
course of time – sometimes drastically. In fact, the ratios
drop from ⇠14 (t = 0) to ⇠11 (t = 12Gyr) for R0,? = 50 pc,
from ⇠100 to ⇠11 for R0,? = 35 pc, from ⇠300 to ⇠12 for
R0,? = 20 pc, and from ⇠800 to ⇠12 for R0,? = 10 pc. In
all cases, the ratios appear to be constant with radius. Re-
markably, all of the final cooling rates amount to almost 10
per cent of the corresponding heating rates – even though
they were initially significantly lower. Therefore, one has to
take into account the cooling due to dynamical friction and
the increase of the stellar velocity dispersion, in order to
simulate the dynamical evolution reliably.
Finally, the central stellar values (density and velocity dis-
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ABSTRACT
Soon after the recent first ever detection of gravitational waves from merging black

holes it has been suggested that their origin is primordial. Appealingly, a sufficient

number of primordial black holes (PBHs) could also partially or entirely constitute

the dark matter (DM) in the Universe. However, recent studies on PBHs in ultra-

faint dwarf galaxies (UFDGs) suggest that they would dynamically heat up the stellar

component due to two-body relaxation processes. From the comparison with the ob-

served stellar velocity dispersions and the stellar half-light radii it was claimed that

only PBHs with masses . 10M� can significantly contribute to the DM. In this work,

we improve the latter constraints by considering the largest observational sample of

UFDGs and by allowing the PBH masses to follow an extended (log-normal) distribu-

tion. By means of collisional Fokker–Planck simulations, we explore a wide parameter

space of UFDGs containing PBHs. The analysis of the half-light radii and velocity

dispersions resulting from the simulations leads to three general findings that exclude

PBHs with masses ⇠ O(1–100)M� from constituting all of the DM: (i) We identify

a critical sub-sample of UFDGs that only allows for ⇠ O(1)M� PBH masses; (ii) for

any PBH mass, there is an UFDG in our sample that disfavours it; (iii) for a majority

of UFDGs, dynamical heating by PBHs would be too efficient to match the observed

stellar half-light radii.

Key words: dark matter — black hole physics — galaxies: dwarf — methods: nu-

merical.

1 INTRODUCTION

Compelling evidence for the existence of dark matter (DM)
has been found on almost all astrophysical scales; still, its
very nature remains elusive. Solving the DM puzzle has
therefore become one of the greatest challenges in present-
day astrophysics. Recently, the first direct detections of grav-
itational waves released in black hole binary mergers (Ab-
bott et al. 2019) revived interest in the conjecture that pri-
mordial black holes (PBHs) may constitute partly or en-
tirely the DM in the Universe (e.g. Clesse & García-Bellido
2018; Bird et al. 2016; Sasaki et al. 2016; Carr et al. 2016;
Raidal et al. 2017; García-Bellido 2017; Clesse & García-
Bellido 2017). That being the case, numerous PBHs would
have formed out of sufficiently large overdensities in the pri-
mordial matter power spectrum; such overdensities would
eventually have collapsed during the radiation-dominated

? E-mail: StegmannJ@cardiff.ac.uk

epoch, producing a population of PBHs that survived to
the present (Rice & Zhang 2017). The PBH masses at time
of formation are expected to be roughly the enclosed mass
within the horizon at that time (Sasaki et al. 2018). For this
reason, depending on the precise formation time, PBHs can
span a wide range of masses. Due to Hawking (1974) radia-
tion, PBHs with masses M ⇠

< 10�19 M� should have already
evaporated by now (Page 1976), whereas heavier PBHs could
in principle have survived until today, contributing to the
present-day DM. Amongst those, PBHs with masses O(1–
100)M� are of particular interest as they can account for the
astrophysical origin of BH binaries detected through gravi-
tational waves.

For these PBHs, several observations constrain the possi-
bility that they constitute a significant fraction of the DM.
Firstly, if a significant fraction of the Galactic DM halo con-
sists of PBHs, the light coming from background sources
would occasionally exhibit a microlensing pattern (Paczyn-
ski 1986). That is, PBHs that intersect the optical axis be-

c� 2019 The Authors
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Fokker-Planck treatment of the same problem
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FIG. 1. Upper left panel: Constraints from di↵erent observations on the fraction of PBH DM, fPBH ⌘ ⌦PBH/⌦DM, as a function
of the PBH mass Mc, assuming a monochromatic mass function. The purple region on the left is excluded by evaporations [8],
the red region by femtolensing of gamma-ray bursts (FL) [40], the brown region by neutron star capture (NS) for di↵erent
values of the dark matter density in the cores of globular clusters [41], the green region by white dwarf explosions (WD) [42],
the blue, violet, yellow and purple regions by the microlensing results from Subaru (HSC) [43], Kepler (K) [44], EROS [45] and
MACHO (M) [46], respectively. The dark blue, orange, red and green regions on the right are excluded by Planck data [36],
survival of stars in Segue I (Seg I) [47] and Eridanus II (Eri II) [48], and the distribution of wide binaries (WB) [49], respectively.
The black dashed and solid lines show, respectively, the combined constraint with and without the constraints depicted by the
colored dashed lines. Other panels: Same as the upper left panel but for a lognormal PBH mass function with � = 2 (upper
right) and for a power-law PBH mass function with � = �1 (lower left) and � = 1 (lower right).

for the two extreme cases, ✏ = 0.4 (solid purple line) [51]
and ✏ = 0.1 (dotted purple line) [52].

The Cosmic Microwave Background (CMB) anisotropy
constraints on PBH accretion are subject to uncertain-
ties in the accretion process and its e↵ect on the thermal
history of the universe at early times. To account for
this, we show the bounds for both collisional ionisation
(solid dark blue line) and photoionisation (dotted dark
blue line) [36]. Recently, another sort of accretion limit
has been obtained in the mass range from a few to 107M�
on the grounds that PBH accretion from the interstellar
medium should result in a significant population of X-ray
sources [53]. Indeed, several earlier papers have consid-

ered such a limit [54, 55]. However, all these limits are
very dependent on the accretion scenario and are there-
fore not shown.

Lensing is the only phenomenon which has been
claimed to provide positive evidence for PBHs. For ex-
ample, the results of the MACHO project – searching for
microlensing of stars in the Magellanic clouds – originally
suggested halo DM in the form of 0.5M� objects [56]
and these could plausibly be PBHs formed at the quark-
hadron phase transition at 10�5s. However, the DM frac-
tion was later reduced to 20% [57]. The interpretation
of the MACHO results – and also the EROS and OGLE
results – is very sensitive to the properties of the Milky

Carr et al., 2017

Constraints from dwarf galaxies
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Reconstructing the potential of dwarf galaxies using stellar kinematics




Reconstructing the potential of dwarf galaxies using stellar kinematics




Reconstructing the potential of dwarf galaxies using stellar kinematics


• Fit mass and/or concentration (based on analytic forms derived in 
dissipantionless cosmological simulations (Strigari et al. 2008, Martinez et al, 
2009, Martinez 2013). 


• Assume dwarfs have cored profiles (Cholis & Salucci 2012, Salucci et al, 
2012)


• Agnostic — fit a flexible density profile that is not restricted to the form used 
to describe simulated halos (Charmonnier et al. 2011, Geringer-Sameth et al, 
2014, 2015, 2017). 


Error propagation


• Errors are log-normal and folded into the likelihood (Ackermann et al 2011, 
Albert et al 2015).


• Separate systematics from statistical uncertainties (Geringer-Sameth, et al. 
2011, 2015, 2018).




Flexible profile
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with

3

Split power-law
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with

3
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with

3
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with

3
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with

3

The NFW is recovered if

The Astrophysical Journal, 801:74 (18pp), 2015 March 10 Geringer-Sameth, Koushiappas, & Walker

and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with

3
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),
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where
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u2
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(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)
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)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)
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[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with

3

The Astrophysical Journal, 801:74 (18pp), 2015 March 10 Geringer-Sameth, Koushiappas, & Walker

and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]
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,

(11)

where

βa(r) ≡1 − 2u2
θ (r)
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r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)
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f (s) ν(s)
GM(s)
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ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)
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)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L
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e
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1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
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r (r)
]

+ 2
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= −dΦ
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= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞
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f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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General solution to the Jeans equation

Projecting along the line of sight

Line of sight velocity dispersion Projected stellar density

Both are observables -> Use them to constrain {⇢(r),�a(r)}



Assumptions

• Dynamic equilibrium & spherical symmetry (implicit in 

Jeans equation).

• Stars are distributed according to a Plummer profile.

• Stars contribute negligibly to the gravitational 

potential.

• Anisotropy is constant.

• Velocity data samples a Gaussian line-of-sight 

velocity.

• Stellar velocities are not significantly influenced by the 

presence of binary stars.
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
ν(r)

d

dr

[
ν(r)u2

r (r)
]

+ 2
βa(r)u2

r (r)
r

= −dΦ
dr

= −GM(r)
r2

,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)

∫ ∞

r

f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)

R2

r2

)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
(
1 + R2/R2

e

)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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and (6) are x = −∞ and x = +∞, and dx = dℓ. The dark
matter density is a function of r =

√
b2 + x2, the distance from

the center of the dwarf, so that ρ(ℓn̂) is given by ρ(
√

b2 + x2).

3. RECONSTRUCTING THE DARK MATTER POTENTIAL
WITH STELLAR KINEMATICS

3.1. Dark Matter Density

In order to accurately quantify uncertainties in the spatial
distribution of dark matter it is necessary to use a suitably
flexible functional form for the density profile (Bonnivard
et al. 2015). Following Charbonnier et al. (2011), we adopt
the functional form introduced by Zhao (1996) to generalize the
Hernquist (1990) profile. In this spherically symmetric model,
the density of dark matter at halo-centric radius r is

ρ(r) = ρs

(r/rs)γ
[
1 + (r/rs)α

](β−γ )/α . (7)

This five-parameter profile, normalized by the scale den-
sity ρs , describes a split power law with inner logarithmic
slope d log ρ/d log r|r≪rs

= −γ and outer logarithmic slope
d log ρ/d log r|r≫rs

= −β. The transition happens near the
scale radius rs, with α specifying its sharpness. For (α,β, γ ) =
(1, 3, 1) one recovers the two-parameter Navarro–Frenk–White
(NFW) profile that characterizes CDM halos formed in dissipa-
tionless numerical simulations (Navarro et al. 1997). However,
the profile can also describe halos with even steeper central
“cusps” (γ > 1), or halos with “cores” of uniform central den-
sity (γ ∼ 0), as are usually inferred from observations of real
galaxies (de Blok 2010, and references therein; Walker et al.
2011; Donato et al. 2009). This flexibility lets us explore a wide
range of physically plausible dark matter profiles.

3.2. Estimation of Dark Matter Profile Parameters

From Equation (3), the flux of annihilation by-products
depends on the density of dark matter particles within the source,
and thus on the source’s gravitational potential. For collisionless
stellar systems like dwarf galaxies, the gravitational potential
is related fundamentally to the phase-space density of stars
f (r, u), defined such that f (r, u) d3r d3u gives the expected
number of stars lying within the phase-space volume d3r d3u
centered on (r, u). However, dwarf galaxies are sufficiently far
away that current instrumentation resolves only the projection
of their internal phase-space distributions, effectively providing
information in just three dimensions: position as projected onto
the plane perpendicular to the line of sight, and velocity along the
line of sight (from Doppler redshift). Given these limitations, it is
common to infer the gravitational potential Φ by considering its
relation to moments of the phase-space distribution: the stellar
density profile,

ν(r) ≡
∫

f (r, u) d3u, (8)

and the stellar velocity dispersion profile,

u2(r) = u2
r (r) + u2

θ (r) + u2
φ(r) (9)

= 1
ν(r)

∫
u2f (r, u) d3u. (10)

Assuming dynamic equilibrium and spherical symmetry, these
quantities are related according to the spherical Jeans equation
(Binney & Tremaine 2008),

1
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[
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r (r)
]

+ 2
βa(r)u2
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= −dΦ
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= −GM(r)
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,

(11)

where

βa(r) ≡1 − 2u2
θ (r)

u2
r (r)

(12)

characterizes the orbital anisotropy and the enclosed mass
profile

M(r) = 4π

∫ r

0
s2ρ(s)ds (13)

includes contributions from the dark matter halo.
Equation (11) has the general solution (van der Marel 1994;

Mamon & Łokas 2005)

ν(r)u2
r (r) = 1

f (r)
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f (s) ν(s)
GM(s)

s2
ds, (14)

where

f (r) = 2 f (r1) exp
[∫ r

r1

βa(s)s−1 ds

]
. (15)

Projecting along the line of sight, the mass profile relates
to observable profiles, the projected stellar density Σ(R), and
line-of-sight velocity dispersion σ (R), according to (Binney &
Tremaine 2008)

σ 2(R) Σ(R) = 2
∫ ∞

R

(
1 − βa(r)
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)
ν(r) u2

r (r) r√
r2 − R2

dr. (16)

We use Equation (16) to fit models for ρ(r) and βa(r) to
observed velocity dispersion and surface brightness profiles
under the following assumptions:

1. Dynamic equilibrium and spherical symmetry, both implicit
in the use of Equation (11);

2. The stars are distributed according to a Plummer (1911)
profile,

ν(r) = 3L

4πR3
e

1
(
1 + R2/R2

e

)5/2 , (17)

implying surface brightness profiles of the form

Σ(R) = L

πR2
e

1
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1 + R2/R2
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)2 , (18)

where L is the total luminosity and Re is the projected
halflight radius;

3. The stars contribute negligibly to the gravitational potential,
such that Re is the only meaningful parameter in ν(r)
and Σ(R);

4. βa = constant;
5. The distribution of stellar velocities is not significantly

influenced by the presence of binary stars.

Real galaxies violate all of these assumptions at some level
and it is important to consider that the error distributions that
we derive for J values will not include the resulting systematic
errors. For the present work, we are concerned primarily with
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Half-light radius

Kinematic status and mass content of the Sculptor dSph 3

FIG. 2.— Number surface density profile of RGB stars in Scl from
ESO/WFI photometry (squares with error-bars) overlaid to the best-fitting
two component model (solid line) given by the sum of a Sersic (dotted line)
and Plummer (dashed line) profiles. These are obtained from the rescaled
profiles that best fit, respectively, the distribution of RHB and BHB stars
(diamonds and asterisks with error-bars, respectively) in Scl. The Galactic
stellar contamination has been subtracted from each point.

defining an elliptical annulus (distance bin), is:

P (vi | v,σ) =
NMW

NT
fMW +

N

NT

e
−

(vi−v)2

2(σ2+σ2
i
)

√

2π(σ2 + σ2
i )
. (1)

NMW and N are the expected number of MW and Scl RGB
stars in a distance bin (NT = NMW+N ). fMW is the velocity
distribution of MW stars, which we assume does not change
across the face of Scl, and is derived from the Besançon model
(Robin et al. 2003) selecting stars along the l.o.s. and with
magnitudes and colors similar to the Scl RGB stars. We as-
sume that the Scl velocity distribution is a Gaussian whose
peak velocity v and dispersion σ (the quantities we want to de-
rive) are allowed to vary with projected radius. We derive the
normalization factors,NMW/NT andN/NT directly from the
observed RGB surface density profile and relative foreground
density. To estimate the fraction of MW interlopers in the MR
and MP sub-samples we simply count how many stars with
velocities < vsys − 3σ (i.e. the non-membership region more
populated by foreground stars) are classified as MR and as
MP on the basis of their CaT derived [Fe/H] value. The like-
lihood of observing a set of velocities vi with i = 1, ..., N is
L(v1, ..., vN | v,σ) =

∏N
i=1 P (vi). We maximize the likeli-

hood function in each distance bin and find the corresponding
best-fitting v(R) and σ(R). The errors are determined from
the intervals corresponding to 68.3% probability.
The kinematics of the Scl MR andMPRGB stars are clearly

different (Figure 3a,b): the l.o.s. velocity dispersion profile
of MR stars declines from ∼9 km s−1 in the center to ∼2
km s−1 at projected radius R = 0.5 deg, while MP stars are
kinematically hotter and exhibit a constant or mildly declining
velocity dispersion profile.

4.2. Predicted Velocity Dispersion Profile
The l.o.s. velocity dispersion predicted by the Jeans equa-

tion for a spherical system in absence of net-streaming mo-

FIG. 3.— l.o.s. velocity dispersion profile (squares with errorbars), from
rotation-subtracted GSR velocities, for the MR (a), MP (b) and all (c) RGB
stars in Scl. The lines show the best-fitting pseudo-isothermal sphere (solid)
and NFW model (dashed) in the hypothesis of β = βOM. Panel c) shows
that the best-fitting pseudo-isothermal sphere with β = βOM (solid) and the
NFW model with β =const (dashed) are statistically indistinguishable.

tions8 is (Binney & Mamon 1982):

σ2
los(R) =

2

Σ∗(R)

∫ ∞

R

ρ∗(r)σ2
r,∗ r

√
r2 −R2

(1− β
R2

r2
)dr (2)

where R is the projected radius (on the sky), r is the 3D
radius. The l.o.s. velocity dispersion depends on: the mass
surface density Σ∗(R) and mass density ρ∗(r) of the tracer,
which in our case are the MR and the MP RGB stars; the
tracer velocity anisotropy β, defined as β = 1− σ2

θ/σ
2
r , which

we allow to be different for MR and MP stars; the radial ve-
locity dispersion σr,∗ for the specific component, which de-
pends on the total mass distribution (for the general solution
see Battaglia et al. 2005).
We consider two DM mass models: a pseudo-isothermal

sphere, typically cored, (see Battaglia et al. 2005), and an
NFW profile, cusped (Navarro, Frenk & White 1996). Since
the contribution of the stars to the total mass of the sys-
tem is negligible for reasonable stellar M/L ratios, we do
not consider it further. As β is unknown we explore two
hypotheses: a velocity anisotropy constant with radius, and
an Osipkov-Merritt (OM) velocity anisotropy (Osipkov 1979;
Merritt 1985). For the latter profile, the velocity anisotropy
is β = r2/(r2 + r2a) where ra is the anisotropy radius.

4.3. Results from the Two-Components Mass Modeling
We explore a range of core radii rc for the pseudo-

isothermal sphere (rc = 0.001, 0.05, 0.1, 0.5, 1 kpc) and
a range of concentrations c for the NFW profile (c =
20, 25, 30, 35). By fixing these, each mass model has two
free parameters left: the anisotropy and the DM halo mass
(enclosed within the last measured point for the isothermal

8 We checked that the assumptions of sphericity and absence of streaming
motions have a negligible effect on the results: the observed l.o.s. velocity
dispersion profiles derived adopting circular distance bins and not subtract-
ing rotation are consistent at the 1σ level in each bin with the observed l.o.s.
velocity dispersion profile derived adopting elliptical binning and by subtract-
ing the observed rotation signal (see B07)

Battaglia et al., 2008
Plummer profile for stellar distribution
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Figure 1. Line-of-sight stellar velocity dispersion profiles observed for the Milky Way’s eight classical dwarf spheroidal satellites, adopted from Walker et al. (2009c).
Solid curves indicate, at each projected radius, the median velocity dispersion of models sampled in the Markov-Chain Monte Carlo analysis. Dashed and dotted
curves enclose the central 68% and 95% of velocity dispersion values from the sampled models. The model profiles are fit to the unbinned kinematic data, but clearly
show good agreement with the binned data plotted here.

Table 1
Properties of Milky Way Satellitesa and Stellar-kinematic Samples

Object R.A. (J2000) Decl. (J2000) Distance MV Rhalf Nsample rmax
(hh:mm:ss) (dd:mm:ss) (kpc) (mag) (pc) (pc)

Carina 06:41:36.7 −50:57:58 105 ± 6 −9.1 ± 0.5 250 ± 39 774 2224+885
−441

Draco 17:20:12.4 +57:54:55 76 ± 6 −8.8 ± 0.3 221 ± 19 292 1866+715
−317

Fornax 02:39:59.3 −34:26:57 147 ± 12 −13.4 ± 0.3 710 ± 77 2483 6272+2616
−1366

Leo I 10:08:28.1 +12:18:23 254 ± 15 −12.0 ± 0.3 251 ± 27 267 1948+794
−407

Leo II 11:13:28.8 +22:09:06 233 ± 14 −9.8 ± 0.3 176 ± 42 126 824+345
−178

Sculptor 01:00:09.4 −33:42:33 86 ± 6 −11.1 ± 0.5 283 ± 45 1365 2673+1099
−569

Sextans 10:13:03.0 −01:36:53 86 ± 4 −9.3 ± 0.5 695 ± 44 441 2544+1109
−587

Ursa Minor 15:09:08.5 +67:13:21 76 ± 3 −8.8 ± 0.5 181 ± 27 313 1580+626
−312

Bootes I 14:00:06.0 +14:30:00 66 ± 2 −6.3 ± 0.2 242 ± 21 37 544+252
−135

Canes Venatici I 13:28:03.5 +33:33:21 218 ± 10 −8.6 ± 0.2 564 ± 36 214 2030+884
−468

Canes Venatici II 12:57:10.0 +34:19:15 160 ± 4 −4.9 ± 0.5 74 ± 14 25 352+105
−28

Coma Berenices 12:26:59.0 +23:54:15 44 ± 4 −4.1 ± 0.5 77 ± 10 59 238+103
−53

Hercules 16:31:02.0 +12:47:30 132 ± 12 −6.6 ± 0.4 330+75
−52 30 638+295

−147

Leo IV 11:32:57.0 −00:32:00 154 ± 6 −5.8 ± 0.4 206 ± 37 18 443+197
−95

Leo V 11:31:09.6 +02:13:12 178 ± 10 −5.2 ± 0.4 135 ± 32 5 201+95
−43

Leo T 09:34:53.4 +17:03:05 417 ± 19 −8.0 ± 0.5 120 ± 9 19 534+183
−60

Segue 1 10:07:04.0 +16:04:55 23 ± 2 −1.5 ± 0.8 29+8
−5 70 139+56

−28

Segue 2 02:19:16.0 +20:10:31 35 ± 2 −2.5 ± 0.3 35 ± 3 25 119+45
−18

Ursa Major I 10:34:52.8 +51:55:12 97 ± 4 −5.5 ± 0.3 319 ± 50 39 732+338
−181

Ursa Major II 08:51:30.0 +63:07:48 32 ± 4 −4.2 ± 0.6 149 ± 21 20 294+139
−74

Note. a Central coordinates, distances, absolute magnitudes and projected half-light radii are adopted from the review of McConnachie (2012,
see references to original sources therein).
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Figure 1. Line-of-sight stellar velocity dispersion profiles observed for the Milky Way’s eight classical dwarf spheroidal satellites, adopted from Walker et al. (2009c).
Solid curves indicate, at each projected radius, the median velocity dispersion of models sampled in the Markov-Chain Monte Carlo analysis. Dashed and dotted
curves enclose the central 68% and 95% of velocity dispersion values from the sampled models. The model profiles are fit to the unbinned kinematic data, but clearly
show good agreement with the binned data plotted here.
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Figure 1. Line-of-sight stellar velocity dispersion profiles observed for the Milky Way’s eight classical dwarf spheroidal satellites, adopted from Walker et al. (2009c).
Solid curves indicate, at each projected radius, the median velocity dispersion of models sampled in the Markov-Chain Monte Carlo analysis. Dashed and dotted
curves enclose the central 68% and 95% of velocity dispersion values from the sampled models. The model profiles are fit to the unbinned kinematic data, but clearly
show good agreement with the binned data plotted here.
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Fig. 1.— Projected velocity dispersion profiles for eight bright dSphs, from Magellan/MMFS and MMT/Hectochelle data. Over-plotted are
profiles calculated from isothermal, power-law, NFW and cored halos considered as prospective “universal” dSph halos (Section 5). For each type
of halo we fit only for the anisotropy and normalization. All isothermal, NFW and cored profiles above have normalization Vmax ∼ 10 − 20 km
s−1—see Table 3. All power-law profiles have normalization M300 ∼ [0.5 − 1.5] × 107M⊙.

by α and γ. Thus the parameter Vmax sets the normal-
ization of the mass profile.

The normalization can equivalently be set by specify-
ing, rather than Vmax, the enclosed mass at some par-
ticular radius. For radius x, the enclosed mass M(x)
specifies M(r0) according to

M(r0) = M(x)
2F1

[3−γ
α , 3−γ

α ; 3−γ+α
α ;−1

]

(

x
r0

)3−γ
2F1

[

3−γ
α , 3−γ

α ; 3−γ+α
α ;−

(

x
r0

)α]

.

(8)
S08 demonstrate that for most dSphs the Jeans anal-
ysis can tightly constrain M300. Here, in addition to
M300, we shall consider the masses within two alterna-
tive radii as free parameters with which to normalize the
mass profile. Specifically, we consider the mass within
the half-light radius, M(rhalf ), and the mass within the
outermost data point of the empirical velocity dispersion
profile, M(rlast).

3.4. Markov-Chain Monte Carlo Method

In order to evaluate a given halo model, we com-
pare the projected velocity dispersion profile, σp(R),
from Equation 3 to the empirical profile, σV0

(R), dis-
played in Figure 1. For a given parameter set S ≡
{− log(1 − β), log MX , log r0, α, γ}, where MX is one of
{Vmax, M(rhalf ), M300 or M(rlast)}, we adopt uniform
priors and consider the likelihood

ζ =
N
∏

i=1

1
√

2π(Var[σV0
(Ri)])

exp

[

−
1

2

(σV0
(Ri) − σp(Ri))2

Var[σV0
(Ri)]

]

,

(9)
where Var[σV0

(Ri)] is the square of the error associated
with the empirical dispersion.

Our mass models have five free parameters (four halo
parameters plus one anisotropy parameter). In order
to explore the large parameter space efficiently, we em-

Classical dwarfs
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Figure 1. Line-of-sight stellar velocity dispersion profiles observed for the Milky Way’s eight classical dwarf spheroidal satellites, adopted from Walker et al. (2009c).
Solid curves indicate, at each projected radius, the median velocity dispersion of models sampled in the Markov-Chain Monte Carlo analysis. Dashed and dotted
curves enclose the central 68% and 95% of velocity dispersion values from the sampled models. The model profiles are fit to the unbinned kinematic data, but clearly
show good agreement with the binned data plotted here.
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Figure 1. Line-of-sight stellar velocity dispersion profiles observed for the Milky Way’s eight classical dwarf spheroidal satellites, adopted from Walker et al. (2009c).
Solid curves indicate, at each projected radius, the median velocity dispersion of models sampled in the Markov-Chain Monte Carlo analysis. Dashed and dotted
curves enclose the central 68% and 95% of velocity dispersion values from the sampled models. The model profiles are fit to the unbinned kinematic data, but clearly
show good agreement with the binned data plotted here.
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Figure 1. Line-of-sight stellar velocity dispersion profiles observed for the Milky Way’s eight classical dwarf spheroidal satellites, adopted from Walker et al. (2009c).
Solid curves indicate, at each projected radius, the median velocity dispersion of models sampled in the Markov-Chain Monte Carlo analysis. Dashed and dotted
curves enclose the central 68% and 95% of velocity dispersion values from the sampled models. The model profiles are fit to the unbinned kinematic data, but clearly
show good agreement with the binned data plotted here.

Table 1
Properties of Milky Way Satellitesa and Stellar-kinematic Samples

Object R.A. (J2000) Decl. (J2000) Distance MV Rhalf Nsample rmax
(hh:mm:ss) (dd:mm:ss) (kpc) (mag) (pc) (pc)

Carina 06:41:36.7 −50:57:58 105 ± 6 −9.1 ± 0.5 250 ± 39 774 2224+885
−441

Draco 17:20:12.4 +57:54:55 76 ± 6 −8.8 ± 0.3 221 ± 19 292 1866+715
−317

Fornax 02:39:59.3 −34:26:57 147 ± 12 −13.4 ± 0.3 710 ± 77 2483 6272+2616
−1366

Leo I 10:08:28.1 +12:18:23 254 ± 15 −12.0 ± 0.3 251 ± 27 267 1948+794
−407

Leo II 11:13:28.8 +22:09:06 233 ± 14 −9.8 ± 0.3 176 ± 42 126 824+345
−178

Sculptor 01:00:09.4 −33:42:33 86 ± 6 −11.1 ± 0.5 283 ± 45 1365 2673+1099
−569

Sextans 10:13:03.0 −01:36:53 86 ± 4 −9.3 ± 0.5 695 ± 44 441 2544+1109
−587

Ursa Minor 15:09:08.5 +67:13:21 76 ± 3 −8.8 ± 0.5 181 ± 27 313 1580+626
−312

Bootes I 14:00:06.0 +14:30:00 66 ± 2 −6.3 ± 0.2 242 ± 21 37 544+252
−135

Canes Venatici I 13:28:03.5 +33:33:21 218 ± 10 −8.6 ± 0.2 564 ± 36 214 2030+884
−468

Canes Venatici II 12:57:10.0 +34:19:15 160 ± 4 −4.9 ± 0.5 74 ± 14 25 352+105
−28

Coma Berenices 12:26:59.0 +23:54:15 44 ± 4 −4.1 ± 0.5 77 ± 10 59 238+103
−53

Hercules 16:31:02.0 +12:47:30 132 ± 12 −6.6 ± 0.4 330+75
−52 30 638+295

−147

Leo IV 11:32:57.0 −00:32:00 154 ± 6 −5.8 ± 0.4 206 ± 37 18 443+197
−95

Leo V 11:31:09.6 +02:13:12 178 ± 10 −5.2 ± 0.4 135 ± 32 5 201+95
−43

Leo T 09:34:53.4 +17:03:05 417 ± 19 −8.0 ± 0.5 120 ± 9 19 534+183
−60

Segue 1 10:07:04.0 +16:04:55 23 ± 2 −1.5 ± 0.8 29+8
−5 70 139+56

−28

Segue 2 02:19:16.0 +20:10:31 35 ± 2 −2.5 ± 0.3 35 ± 3 25 119+45
−18

Ursa Major I 10:34:52.8 +51:55:12 97 ± 4 −5.5 ± 0.3 319 ± 50 39 732+338
−181

Ursa Major II 08:51:30.0 +63:07:48 32 ± 4 −4.2 ± 0.6 149 ± 21 20 294+139
−74

Note. a Central coordinates, distances, absolute magnitudes and projected half-light radii are adopted from the review of McConnachie (2012,
see references to original sources therein).
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Figure 2. Same as Figure 1, but for the Milky Way’s ultra-faint satellites. In many bins the estimated velocity dispersion is zero because the actual dispersion is
unresolved by the available data. As in Figure 1 the points with error bars are for illustration; binned velocity dispersion estimates are not used in the fitting procedure.

the velocity data sample a line-of-sight velocity distribution that
is Gaussian.3 Thus we adopt the likelihood function

L =
N∏

i=1

1

(2π )1/2 [
δ2
u,i + σ 2(Ri)

]1/2 exp
[
−1

2
(ui − ⟨u⟩)2

δ2
u,i + σ 2(Ri)

]
,

(19)

where ui and Ri are the line-of-sight velocity and magnitude
of the projected position vector (with respect to the center
of the dwarf) of the ith star in the kinematic data set, δu,i

is the observational error in the velocity, and σ (R) is the
velocity dispersion at projected position R, as specified by model
parameters and calculated from Equation (16). We consider
only stars for which published probabilities of membership are
greater than 0.95. The bulk velocity of the system ⟨u⟩ is a
nuisance parameter that we marginalize over with a flat prior.
Besides ⟨u⟩, the model has six free parameters and we adopt
uniform priors (as in Charbonnier et al. 2011) over the following
ranges:

1. −1 ! − log10[1 − βa] ! +1;
2. −4 ! log10[ρs/(M⊙ pc−3)] ! +4;

3 Given that we allow models with anisotropic and inherently non-Gaussian
velocity dispersions, this assumption of Gaussianity introduces an internal
inconsistency. However, by enabling the simple likelihood function given by
Equation (19), it avoids problems (e.g., arbitrariness of bin boundaries,
unresolved dispersions) associated with analyses of binned profiles. A more
rigorous treatment would generate the likelihood function directly from a 6D
phase-space distribution function (M. Wilkinson, in preparation).

3. 0 ! log10[rs/pc] ! +5;
4. 0.5 ! α ! 3;
5. 3 ! β ! 10;
6. 0 ! γ ! 1.2.
In order to sample the parameter space efficiently, we use the

nested-sampling Monte Carlo algorithm introduced by Skilling
(2004) and implemented in the software package MultiNest
(Feroz & Hobson 2008; Feroz et al. 2009), which outputs
samples from the model’s posterior probability distribution
function (PDF).

6. PHYSICAL CONSIDERATIONS AND TRUNCATION
OF HALO PROFILES

Figure 3 displays samples from the posterior PDFs returned
by MultiNest for Fornax and Segue 1—the most luminous clas-
sical dwarf and one of the least luminous ultra-faints, respec-
tively. As the model that we adopt for the halo density profile
is free (and unconstrained by, e.g., N-body considerations) the
kinematic data of each dwarf is compatible with a wide range
of profiles. Therefore, we apply three additional filters to the
kinematically allowed dark matter density profiles. The first two
involve identifying an outer boundary for a given halo, while the
third is a requirement that the halo formed in a cosmologically
plausible way.

6.1. Halo Truncation

Given the form of Equation (7), the annihilation rate will drop
rapidly at galactocentric distances r ≫ rs where the density
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Figure 3. Samples from the posterior probability distribution functions of dark matter halo density profile and velocity anisotropy parameters for Segue 1 (black) and
Fornax (red).

profile is steeply falling (β > 3). However, within rs the radial
distribution of the emission is determined by the slope of the
inner density profile γ . For sufficiently cuspy profiles (γ > 1)
the emission is dominated by annihilation near the halo center.
For γ ∼ 1 the annihilation rate receives approximately equal
contributions from all radii and for γ < 1 the emission comes
primarily from the largest radii within rs.

Unfortunately, the current data sets—even for the classical
dwarfs—do not place strong upper bounds on rs, thereby
allowing emission that extends to an arbitrarily large radius.4
Therefore, the question of where the halo ends has important
consequences for the expected dark matter signal from a dwarf
galaxy. The data for nearly all dwarf galaxies are consistent with
density profiles described by single power laws with logarithmic

4 For spherically symmetric halos the mass exterior to a star’s orbit exerts
zero net force on that star (Newton 1687); thus stellar kinematics in general
carry no information about the mass distribution beyond the orbits of the stars.

slopes dlog ρ/dlog r > −3—indeed, despite its unphysically
infinite mass, the “isothermal sphere,” characterized by ρ(r) ∝
r−2, has long been used to model kinematics of spheroidal
galaxies (Binney & Tremaine 2008). It is therefore important
to define some means for preventing the outer parts of a
halo—i.e., regions outside the orbits of the observed stellar
populations—from dominating the integral used to calculate
the J-profile (Equation (5)).

6.2. Truncating at the Outermost Observed Star

An obvious choice for a conservative truncation radius is
that of the outermost member star used to estimate the velocity
dispersion profile. For stars well beyond the luminous scale
radius Re, the projected distances that we observe are likely to be
similar to the de-projected distances r. However, if we observe
enough stars close to the center it becomes likely that some of
these stars lie at large galactocentric distances. Therefore, we
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Figure 3. Samples from the posterior probability distribution functions of dark matter halo density profile and velocity anisotropy parameters for Segue 1 (black) and
Fornax (red).
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dwarfs—do not place strong upper bounds on rs, thereby
allowing emission that extends to an arbitrarily large radius.4
Therefore, the question of where the halo ends has important
consequences for the expected dark matter signal from a dwarf
galaxy. The data for nearly all dwarf galaxies are consistent with
density profiles described by single power laws with logarithmic
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zero net force on that star (Newton 1687); thus stellar kinematics in general
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galaxies (Binney & Tremaine 2008). It is therefore important
to define some means for preventing the outer parts of a
halo—i.e., regions outside the orbits of the observed stellar
populations—from dominating the integral used to calculate
the J-profile (Equation (5)).

6.2. Truncating at the Outermost Observed Star

An obvious choice for a conservative truncation radius is
that of the outermost member star used to estimate the velocity
dispersion profile. For stars well beyond the luminous scale
radius Re, the projected distances that we observe are likely to be
similar to the de-projected distances r. However, if we observe
enough stars close to the center it becomes likely that some of
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Figure 3. Samples from the posterior probability distribution functions of dark matter halo density profile and velocity anisotropy parameters for Segue 1 (black) and
Fornax (red).

profile is steeply falling (β > 3). However, within rs the radial
distribution of the emission is determined by the slope of the
inner density profile γ . For sufficiently cuspy profiles (γ > 1)
the emission is dominated by annihilation near the halo center.
For γ ∼ 1 the annihilation rate receives approximately equal
contributions from all radii and for γ < 1 the emission comes
primarily from the largest radii within rs.

Unfortunately, the current data sets—even for the classical
dwarfs—do not place strong upper bounds on rs, thereby
allowing emission that extends to an arbitrarily large radius.4
Therefore, the question of where the halo ends has important
consequences for the expected dark matter signal from a dwarf
galaxy. The data for nearly all dwarf galaxies are consistent with
density profiles described by single power laws with logarithmic

4 For spherically symmetric halos the mass exterior to a star’s orbit exerts
zero net force on that star (Newton 1687); thus stellar kinematics in general
carry no information about the mass distribution beyond the orbits of the stars.

slopes dlog ρ/dlog r > −3—indeed, despite its unphysically
infinite mass, the “isothermal sphere,” characterized by ρ(r) ∝
r−2, has long been used to model kinematics of spheroidal
galaxies (Binney & Tremaine 2008). It is therefore important
to define some means for preventing the outer parts of a
halo—i.e., regions outside the orbits of the observed stellar
populations—from dominating the integral used to calculate
the J-profile (Equation (5)).

6.2. Truncating at the Outermost Observed Star

An obvious choice for a conservative truncation radius is
that of the outermost member star used to estimate the velocity
dispersion profile. For stars well beyond the luminous scale
radius Re, the projected distances that we observe are likely to be
similar to the de-projected distances r. However, if we observe
enough stars close to the center it becomes likely that some of
these stars lie at large galactocentric distances. Therefore, we
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use the entire distribution of projected radii of the kinematic
sample to estimate the maximum galactocentric distance rmax
among those stars.

We estimate rmax in the following way. Given spherical sym-
metry, it is straightforward to find the probability distribution for
the unprojected distance to the outermost observed star given
the projected distances to the observed stars. We start by consid-
ering an individual star. Given its projected distance R we take
the probability of its line of sight distance z (relative to the halo
center) to be proportional to the (deprojected) Plummer density
profile:

P (z|R) ∝
(

1 +
z2 + R2

R2
e

)−5/2

, (20)

where Re is the projected halflight radius (Section 3). Once the
above probability has been normalized (by integrating over z)
we can construct the probability distribution for the unprojected
distance r given the projected distance R:

P (r|R) =
∫

z

P (r|z, R) P (z|R) dz. (21)

In the above P (r|z, R) is simply the Dirac delta function
δ(r −

√
z2 + R2). Note that the above integral is zero unless

r > R, in which case the delta function picks out two values of
z. The result we will need is the cumulative distribution function
(CDF) of r given R:

CDF(r|R) =
∫ r

0
P (r ′|R)dr ′

=
(
r2 − R2

)1/2 (
r2 + 1

2

(
3R2

h + R2
))

(
r2 + R2

h

)3/2 , (22)

for r > R and CDF(r|R) = 0 for r < R.
To find the CDF for the distance to the outermost of n observed

stars we simply multiply the CDFs for each of the n stars:

CDFmax(r|R1, . . . , Rn) = CDF(r|R1) · · · CDF(r|Rn), (23)

where each term on the right-hand side is given by Equation (22)
and Ri is the measured projected distance to the ith member star.

For each dwarf, Equation (23) can be used to estimate
the distance to the outermost star used in the Jeans analysis.
The median estimate and ± 1σ confidence intervals for the
distance to the outermost member star for each dwarf are shown
in the last column of Table 1. When computing J-profiles we
truncate all halo profiles obtained from the Jeans/MultiNest
sampling analysis at the median estimate to the outermost
member star.

Note that this truncation is not imposed on the mass profile
in Equation (14) when calculating the integral in Equation (16)
during the Jeans/MultiNest sampling. However, the integral
in Equation (16) is dominated by the contribution from radii
r < Re, such that as long as the truncation radius is larger than
the luminous effective radius (as it is for every dwarf galaxy
we consider), the result from the Jeans/MultiNest analysis
is insensitive to whether or not we truncate the halo density
profile at the outermost star in the kinematic sample. We have
verified this argument by a controlled experiment and found
that the significant effect of truncation is on the subsequent
integration over the density profile that enters the calculation
of the annihilation signal (see Equation (5)). For the purpose
of this work (quantifying the expected dark matter flux from a

dwarf) this particular choice of truncation is a conservative one.
A spherical Jeans analysis cannot, in principle, constrain the
mass distribution far beyond the outermost member stars and
we therefore set the density to zero at these distances.

6.3. Tidal Radius

For some allowed models, however, the halo density at the
galactocentric radius of the outermost star is far smaller than
that expected for the Milky Way halo at the same location. This
situation would be inconsistent, as the outermost star (and dark
matter particles) would likely be lost due to tides. Therefore we
impose an additional, physically motivated filter by requiring
that the tidal radius of any acceptable halo be larger than the
distance to the outermost star.

The magnitude of the tidal radius rt depends on the internal
and external potentials (i.e., those of the dwarf and Milky
Way, respectively), the orbit of the dwarf, and on the orbital
configuration within the dwarf (orbits that are prograde with
respect to the dwarf’s orbit are more easily stripped than those
that are retrograde; Read et al. 2006).

For each kinematically allowed halo profile we follow von
Hoerner (1957) and King (1962) and estimate a tidal radius rt
by solving

r3
t − D3 M(rt )

MMW(D)

[
2 +

ω2D3

GMMW(D)
− d ln MMW

d ln r

∣∣∣∣
r=D

]−1

= 0.

(24)

Here, D is the distance between the Milky Way center and the
dwarf, M(rt ) is the mass within the tidal radius of the dwarf
galaxy, MMW(r) is the mass enclosed within radius r in the
Milky Way, and ω is the angular speed of the dwarf about the
Galactic center (which we take to be a linear speed of 200 km s−1

divided by the distance from the dwarf to the Galactic center).
The Milky Way mass model is taken to be an NFW profile with
virial mass MMW = 1012M⊙, a scale radius rs,MW = 21.5 kpc,
and a concentration cMW = 12 (Klypin et al. 2002; for a more
recent treatment of the subject see, e.g., Nesti & Salucci 2013;
the results are not sensitive to the uncertainties in the Milky Way
mass model).

The expression in Equation (24) should be taken as a crude
approximation for several reasons (see, for example, discussions
in Binney & Tremaine 2008; Mo et al. 2010). First, it makes the
assumption that the dwarf galaxy is on a circular orbit (tidal radii
for systems with eccentric orbits are not well defined). Second,
the three dimensional tidal surface is not of constant radius
and thus does not correspond to one unique value for rt. Third,
Equation (24) does not include the effect of orbital dynamics of
the particles within the dwarf galaxy itself (manifested as some
variance about the angular velocity ω). Nevertheless, the utility
of this prescription has been thoroughly explored in studies of
globular clusters, dark matter substructure, and dwarf galaxies
(Johnston 1998; Johnston et al. 2001; Taylor & Babul 2001,
2004; Zentner & Bullock 2002, 2003), and gives a reasonably
intuitive definition of “tidal radius.”

Therefore, we reject any halo profiles for which this estimate
of the tidal radius is smaller than the radius we estimate for the
outermost member in the kinematic samples.5 This consistency
condition turns out to affect only two dwarfs, the ultra-faints

5 We use the minimum possible distance to the outermost star: the largest
projected distance to any of the members. This has a conservative impact in the
resulting J values.
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use the entire distribution of projected radii of the kinematic
sample to estimate the maximum galactocentric distance rmax
among those stars.

We estimate rmax in the following way. Given spherical sym-
metry, it is straightforward to find the probability distribution for
the unprojected distance to the outermost observed star given
the projected distances to the observed stars. We start by consid-
ering an individual star. Given its projected distance R we take
the probability of its line of sight distance z (relative to the halo
center) to be proportional to the (deprojected) Plummer density
profile:

P (z|R) ∝
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1 +
z2 + R2

R2
e

)−5/2

, (20)

where Re is the projected halflight radius (Section 3). Once the
above probability has been normalized (by integrating over z)
we can construct the probability distribution for the unprojected
distance r given the projected distance R:

P (r|R) =
∫

z

P (r|z, R) P (z|R) dz. (21)

In the above P (r|z, R) is simply the Dirac delta function
δ(r −

√
z2 + R2). Note that the above integral is zero unless

r > R, in which case the delta function picks out two values of
z. The result we will need is the cumulative distribution function
(CDF) of r given R:

CDF(r|R) =
∫ r
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P (r ′|R)dr ′
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)3/2 , (22)

for r > R and CDF(r|R) = 0 for r < R.
To find the CDF for the distance to the outermost of n observed

stars we simply multiply the CDFs for each of the n stars:

CDFmax(r|R1, . . . , Rn) = CDF(r|R1) · · · CDF(r|Rn), (23)

where each term on the right-hand side is given by Equation (22)
and Ri is the measured projected distance to the ith member star.

For each dwarf, Equation (23) can be used to estimate
the distance to the outermost star used in the Jeans analysis.
The median estimate and ± 1σ confidence intervals for the
distance to the outermost member star for each dwarf are shown
in the last column of Table 1. When computing J-profiles we
truncate all halo profiles obtained from the Jeans/MultiNest
sampling analysis at the median estimate to the outermost
member star.

Note that this truncation is not imposed on the mass profile
in Equation (14) when calculating the integral in Equation (16)
during the Jeans/MultiNest sampling. However, the integral
in Equation (16) is dominated by the contribution from radii
r < Re, such that as long as the truncation radius is larger than
the luminous effective radius (as it is for every dwarf galaxy
we consider), the result from the Jeans/MultiNest analysis
is insensitive to whether or not we truncate the halo density
profile at the outermost star in the kinematic sample. We have
verified this argument by a controlled experiment and found
that the significant effect of truncation is on the subsequent
integration over the density profile that enters the calculation
of the annihilation signal (see Equation (5)). For the purpose
of this work (quantifying the expected dark matter flux from a

dwarf) this particular choice of truncation is a conservative one.
A spherical Jeans analysis cannot, in principle, constrain the
mass distribution far beyond the outermost member stars and
we therefore set the density to zero at these distances.

6.3. Tidal Radius

For some allowed models, however, the halo density at the
galactocentric radius of the outermost star is far smaller than
that expected for the Milky Way halo at the same location. This
situation would be inconsistent, as the outermost star (and dark
matter particles) would likely be lost due to tides. Therefore we
impose an additional, physically motivated filter by requiring
that the tidal radius of any acceptable halo be larger than the
distance to the outermost star.

The magnitude of the tidal radius rt depends on the internal
and external potentials (i.e., those of the dwarf and Milky
Way, respectively), the orbit of the dwarf, and on the orbital
configuration within the dwarf (orbits that are prograde with
respect to the dwarf’s orbit are more easily stripped than those
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Milky Way, and ω is the angular speed of the dwarf about the
Galactic center (which we take to be a linear speed of 200 km s−1
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The Milky Way mass model is taken to be an NFW profile with
virial mass MMW = 1012M⊙, a scale radius rs,MW = 21.5 kpc,
and a concentration cMW = 12 (Klypin et al. 2002; for a more
recent treatment of the subject see, e.g., Nesti & Salucci 2013;
the results are not sensitive to the uncertainties in the Milky Way
mass model).

The expression in Equation (24) should be taken as a crude
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in Binney & Tremaine 2008; Mo et al. 2010). First, it makes the
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for systems with eccentric orbits are not well defined). Second,
the three dimensional tidal surface is not of constant radius
and thus does not correspond to one unique value for rt. Third,
Equation (24) does not include the effect of orbital dynamics of
the particles within the dwarf galaxy itself (manifested as some
variance about the angular velocity ω). Nevertheless, the utility
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globular clusters, dark matter substructure, and dwarf galaxies
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use the entire distribution of projected radii of the kinematic
sample to estimate the maximum galactocentric distance rmax
among those stars.

We estimate rmax in the following way. Given spherical sym-
metry, it is straightforward to find the probability distribution for
the unprojected distance to the outermost observed star given
the projected distances to the observed stars. We start by consid-
ering an individual star. Given its projected distance R we take
the probability of its line of sight distance z (relative to the halo
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in Equation (16) is dominated by the contribution from radii
r < Re, such that as long as the truncation radius is larger than
the luminous effective radius (as it is for every dwarf galaxy
we consider), the result from the Jeans/MultiNest analysis
is insensitive to whether or not we truncate the halo density
profile at the outermost star in the kinematic sample. We have
verified this argument by a controlled experiment and found
that the significant effect of truncation is on the subsequent
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of this work (quantifying the expected dark matter flux from a

dwarf) this particular choice of truncation is a conservative one.
A spherical Jeans analysis cannot, in principle, constrain the
mass distribution far beyond the outermost member stars and
we therefore set the density to zero at these distances.
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galactocentric radius of the outermost star is far smaller than
that expected for the Milky Way halo at the same location. This
situation would be inconsistent, as the outermost star (and dark
matter particles) would likely be lost due to tides. Therefore we
impose an additional, physically motivated filter by requiring
that the tidal radius of any acceptable halo be larger than the
distance to the outermost star.
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Galactic center (which we take to be a linear speed of 200 km s−1
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The Milky Way mass model is taken to be an NFW profile with
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and a concentration cMW = 12 (Klypin et al. 2002; for a more
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the results are not sensitive to the uncertainties in the Milky Way
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the three dimensional tidal surface is not of constant radius
and thus does not correspond to one unique value for rt. Third,
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of the tidal radius is smaller than the radius we estimate for the
outermost member in the kinematic samples.5 This consistency
condition turns out to affect only two dwarfs, the ultra-faints

5 We use the minimum possible distance to the outermost star: the largest
projected distance to any of the members. This has a conservative impact in the
resulting J values.
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use the entire distribution of projected radii of the kinematic
sample to estimate the maximum galactocentric distance rmax
among those stars.

We estimate rmax in the following way. Given spherical sym-
metry, it is straightforward to find the probability distribution for
the unprojected distance to the outermost observed star given
the projected distances to the observed stars. We start by consid-
ering an individual star. Given its projected distance R we take
the probability of its line of sight distance z (relative to the halo
center) to be proportional to the (deprojected) Plummer density
profile:

P (z|R) ∝
(

1 +
z2 + R2

R2
e

)−5/2

, (20)

where Re is the projected halflight radius (Section 3). Once the
above probability has been normalized (by integrating over z)
we can construct the probability distribution for the unprojected
distance r given the projected distance R:

P (r|R) =
∫

z

P (r|z, R) P (z|R) dz. (21)

In the above P (r|z, R) is simply the Dirac delta function
δ(r −

√
z2 + R2). Note that the above integral is zero unless

r > R, in which case the delta function picks out two values of
z. The result we will need is the cumulative distribution function
(CDF) of r given R:

CDF(r|R) =
∫ r

0
P (r ′|R)dr ′

=
(
r2 − R2

)1/2 (
r2 + 1

2

(
3R2

h + R2
))

(
r2 + R2

h

)3/2 , (22)

for r > R and CDF(r|R) = 0 for r < R.
To find the CDF for the distance to the outermost of n observed

stars we simply multiply the CDFs for each of the n stars:

CDFmax(r|R1, . . . , Rn) = CDF(r|R1) · · · CDF(r|Rn), (23)

where each term on the right-hand side is given by Equation (22)
and Ri is the measured projected distance to the ith member star.

For each dwarf, Equation (23) can be used to estimate
the distance to the outermost star used in the Jeans analysis.
The median estimate and ± 1σ confidence intervals for the
distance to the outermost member star for each dwarf are shown
in the last column of Table 1. When computing J-profiles we
truncate all halo profiles obtained from the Jeans/MultiNest
sampling analysis at the median estimate to the outermost
member star.

Note that this truncation is not imposed on the mass profile
in Equation (14) when calculating the integral in Equation (16)
during the Jeans/MultiNest sampling. However, the integral
in Equation (16) is dominated by the contribution from radii
r < Re, such that as long as the truncation radius is larger than
the luminous effective radius (as it is for every dwarf galaxy
we consider), the result from the Jeans/MultiNest analysis
is insensitive to whether or not we truncate the halo density
profile at the outermost star in the kinematic sample. We have
verified this argument by a controlled experiment and found
that the significant effect of truncation is on the subsequent
integration over the density profile that enters the calculation
of the annihilation signal (see Equation (5)). For the purpose
of this work (quantifying the expected dark matter flux from a

dwarf) this particular choice of truncation is a conservative one.
A spherical Jeans analysis cannot, in principle, constrain the
mass distribution far beyond the outermost member stars and
we therefore set the density to zero at these distances.

6.3. Tidal Radius

For some allowed models, however, the halo density at the
galactocentric radius of the outermost star is far smaller than
that expected for the Milky Way halo at the same location. This
situation would be inconsistent, as the outermost star (and dark
matter particles) would likely be lost due to tides. Therefore we
impose an additional, physically motivated filter by requiring
that the tidal radius of any acceptable halo be larger than the
distance to the outermost star.

The magnitude of the tidal radius rt depends on the internal
and external potentials (i.e., those of the dwarf and Milky
Way, respectively), the orbit of the dwarf, and on the orbital
configuration within the dwarf (orbits that are prograde with
respect to the dwarf’s orbit are more easily stripped than those
that are retrograde; Read et al. 2006).

For each kinematically allowed halo profile we follow von
Hoerner (1957) and King (1962) and estimate a tidal radius rt
by solving

r3
t − D3 M(rt )

MMW(D)

[
2 +

ω2D3

GMMW(D)
− d ln MMW

d ln r

∣∣∣∣
r=D

]−1

= 0.

(24)

Here, D is the distance between the Milky Way center and the
dwarf, M(rt ) is the mass within the tidal radius of the dwarf
galaxy, MMW(r) is the mass enclosed within radius r in the
Milky Way, and ω is the angular speed of the dwarf about the
Galactic center (which we take to be a linear speed of 200 km s−1

divided by the distance from the dwarf to the Galactic center).
The Milky Way mass model is taken to be an NFW profile with
virial mass MMW = 1012M⊙, a scale radius rs,MW = 21.5 kpc,
and a concentration cMW = 12 (Klypin et al. 2002; for a more
recent treatment of the subject see, e.g., Nesti & Salucci 2013;
the results are not sensitive to the uncertainties in the Milky Way
mass model).

The expression in Equation (24) should be taken as a crude
approximation for several reasons (see, for example, discussions
in Binney & Tremaine 2008; Mo et al. 2010). First, it makes the
assumption that the dwarf galaxy is on a circular orbit (tidal radii
for systems with eccentric orbits are not well defined). Second,
the three dimensional tidal surface is not of constant radius
and thus does not correspond to one unique value for rt. Third,
Equation (24) does not include the effect of orbital dynamics of
the particles within the dwarf galaxy itself (manifested as some
variance about the angular velocity ω). Nevertheless, the utility
of this prescription has been thoroughly explored in studies of
globular clusters, dark matter substructure, and dwarf galaxies
(Johnston 1998; Johnston et al. 2001; Taylor & Babul 2001,
2004; Zentner & Bullock 2002, 2003), and gives a reasonably
intuitive definition of “tidal radius.”

Therefore, we reject any halo profiles for which this estimate
of the tidal radius is smaller than the radius we estimate for the
outermost member in the kinematic samples.5 This consistency
condition turns out to affect only two dwarfs, the ultra-faints

5 We use the minimum possible distance to the outermost star: the largest
projected distance to any of the members. This has a conservative impact in the
resulting J values.
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Figure 3. Samples from the posterior probability distribution functions of dark matter halo density profile and velocity anisotropy parameters for Segue 1 (black) and
Fornax (red).

profile is steeply falling (β > 3). However, within rs the radial
distribution of the emission is determined by the slope of the
inner density profile γ . For sufficiently cuspy profiles (γ > 1)
the emission is dominated by annihilation near the halo center.
For γ ∼ 1 the annihilation rate receives approximately equal
contributions from all radii and for γ < 1 the emission comes
primarily from the largest radii within rs.

Unfortunately, the current data sets—even for the classical
dwarfs—do not place strong upper bounds on rs, thereby
allowing emission that extends to an arbitrarily large radius.4
Therefore, the question of where the halo ends has important
consequences for the expected dark matter signal from a dwarf
galaxy. The data for nearly all dwarf galaxies are consistent with
density profiles described by single power laws with logarithmic

4 For spherically symmetric halos the mass exterior to a star’s orbit exerts
zero net force on that star (Newton 1687); thus stellar kinematics in general
carry no information about the mass distribution beyond the orbits of the stars.

slopes dlog ρ/dlog r > −3—indeed, despite its unphysically
infinite mass, the “isothermal sphere,” characterized by ρ(r) ∝
r−2, has long been used to model kinematics of spheroidal
galaxies (Binney & Tremaine 2008). It is therefore important
to define some means for preventing the outer parts of a
halo—i.e., regions outside the orbits of the observed stellar
populations—from dominating the integral used to calculate
the J-profile (Equation (5)).

6.2. Truncating at the Outermost Observed Star

An obvious choice for a conservative truncation radius is
that of the outermost member star used to estimate the velocity
dispersion profile. For stars well beyond the luminous scale
radius Re, the projected distances that we observe are likely to be
similar to the de-projected distances r. However, if we observe
enough stars close to the center it becomes likely that some of
these stars lie at large galactocentric distances. Therefore, we

7

The Astrophysical Journal, 801:74 (18pp), 2015 March 10 Geringer-Sameth, Koushiappas, & Walker

use the entire distribution of projected radii of the kinematic
sample to estimate the maximum galactocentric distance rmax
among those stars.

We estimate rmax in the following way. Given spherical sym-
metry, it is straightforward to find the probability distribution for
the unprojected distance to the outermost observed star given
the projected distances to the observed stars. We start by consid-
ering an individual star. Given its projected distance R we take
the probability of its line of sight distance z (relative to the halo
center) to be proportional to the (deprojected) Plummer density
profile:

P (z|R) ∝
(

1 +
z2 + R2

R2
e

)−5/2

, (20)

where Re is the projected halflight radius (Section 3). Once the
above probability has been normalized (by integrating over z)
we can construct the probability distribution for the unprojected
distance r given the projected distance R:

P (r|R) =
∫

z

P (r|z, R) P (z|R) dz. (21)

In the above P (r|z, R) is simply the Dirac delta function
δ(r −

√
z2 + R2). Note that the above integral is zero unless

r > R, in which case the delta function picks out two values of
z. The result we will need is the cumulative distribution function
(CDF) of r given R:

CDF(r|R) =
∫ r

0
P (r ′|R)dr ′

=
(
r2 − R2

)1/2 (
r2 + 1

2

(
3R2

h + R2
))

(
r2 + R2

h

)3/2 , (22)

for r > R and CDF(r|R) = 0 for r < R.
To find the CDF for the distance to the outermost of n observed

stars we simply multiply the CDFs for each of the n stars:

CDFmax(r|R1, . . . , Rn) = CDF(r|R1) · · · CDF(r|Rn), (23)

where each term on the right-hand side is given by Equation (22)
and Ri is the measured projected distance to the ith member star.

For each dwarf, Equation (23) can be used to estimate
the distance to the outermost star used in the Jeans analysis.
The median estimate and ± 1σ confidence intervals for the
distance to the outermost member star for each dwarf are shown
in the last column of Table 1. When computing J-profiles we
truncate all halo profiles obtained from the Jeans/MultiNest
sampling analysis at the median estimate to the outermost
member star.

Note that this truncation is not imposed on the mass profile
in Equation (14) when calculating the integral in Equation (16)
during the Jeans/MultiNest sampling. However, the integral
in Equation (16) is dominated by the contribution from radii
r < Re, such that as long as the truncation radius is larger than
the luminous effective radius (as it is for every dwarf galaxy
we consider), the result from the Jeans/MultiNest analysis
is insensitive to whether or not we truncate the halo density
profile at the outermost star in the kinematic sample. We have
verified this argument by a controlled experiment and found
that the significant effect of truncation is on the subsequent
integration over the density profile that enters the calculation
of the annihilation signal (see Equation (5)). For the purpose
of this work (quantifying the expected dark matter flux from a

dwarf) this particular choice of truncation is a conservative one.
A spherical Jeans analysis cannot, in principle, constrain the
mass distribution far beyond the outermost member stars and
we therefore set the density to zero at these distances.

6.3. Tidal Radius

For some allowed models, however, the halo density at the
galactocentric radius of the outermost star is far smaller than
that expected for the Milky Way halo at the same location. This
situation would be inconsistent, as the outermost star (and dark
matter particles) would likely be lost due to tides. Therefore we
impose an additional, physically motivated filter by requiring
that the tidal radius of any acceptable halo be larger than the
distance to the outermost star.

The magnitude of the tidal radius rt depends on the internal
and external potentials (i.e., those of the dwarf and Milky
Way, respectively), the orbit of the dwarf, and on the orbital
configuration within the dwarf (orbits that are prograde with
respect to the dwarf’s orbit are more easily stripped than those
that are retrograde; Read et al. 2006).

For each kinematically allowed halo profile we follow von
Hoerner (1957) and King (1962) and estimate a tidal radius rt
by solving

r3
t − D3 M(rt )

MMW(D)

[
2 +

ω2D3

GMMW(D)
− d ln MMW

d ln r

∣∣∣∣
r=D

]−1

= 0.

(24)

Here, D is the distance between the Milky Way center and the
dwarf, M(rt ) is the mass within the tidal radius of the dwarf
galaxy, MMW(r) is the mass enclosed within radius r in the
Milky Way, and ω is the angular speed of the dwarf about the
Galactic center (which we take to be a linear speed of 200 km s−1

divided by the distance from the dwarf to the Galactic center).
The Milky Way mass model is taken to be an NFW profile with
virial mass MMW = 1012M⊙, a scale radius rs,MW = 21.5 kpc,
and a concentration cMW = 12 (Klypin et al. 2002; for a more
recent treatment of the subject see, e.g., Nesti & Salucci 2013;
the results are not sensitive to the uncertainties in the Milky Way
mass model).

The expression in Equation (24) should be taken as a crude
approximation for several reasons (see, for example, discussions
in Binney & Tremaine 2008; Mo et al. 2010). First, it makes the
assumption that the dwarf galaxy is on a circular orbit (tidal radii
for systems with eccentric orbits are not well defined). Second,
the three dimensional tidal surface is not of constant radius
and thus does not correspond to one unique value for rt. Third,
Equation (24) does not include the effect of orbital dynamics of
the particles within the dwarf galaxy itself (manifested as some
variance about the angular velocity ω). Nevertheless, the utility
of this prescription has been thoroughly explored in studies of
globular clusters, dark matter substructure, and dwarf galaxies
(Johnston 1998; Johnston et al. 2001; Taylor & Babul 2001,
2004; Zentner & Bullock 2002, 2003), and gives a reasonably
intuitive definition of “tidal radius.”

Therefore, we reject any halo profiles for which this estimate
of the tidal radius is smaller than the radius we estimate for the
outermost member in the kinematic samples.5 This consistency
condition turns out to affect only two dwarfs, the ultra-faints

5 We use the minimum possible distance to the outermost star: the largest
projected distance to any of the members. This has a conservative impact in the
resulting J values.
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use the entire distribution of projected radii of the kinematic
sample to estimate the maximum galactocentric distance rmax
among those stars.

We estimate rmax in the following way. Given spherical sym-
metry, it is straightforward to find the probability distribution for
the unprojected distance to the outermost observed star given
the projected distances to the observed stars. We start by consid-
ering an individual star. Given its projected distance R we take
the probability of its line of sight distance z (relative to the halo
center) to be proportional to the (deprojected) Plummer density
profile:

P (z|R) ∝
(

1 +
z2 + R2

R2
e

)−5/2

, (20)

where Re is the projected halflight radius (Section 3). Once the
above probability has been normalized (by integrating over z)
we can construct the probability distribution for the unprojected
distance r given the projected distance R:

P (r|R) =
∫

z

P (r|z, R) P (z|R) dz. (21)

In the above P (r|z, R) is simply the Dirac delta function
δ(r −

√
z2 + R2). Note that the above integral is zero unless

r > R, in which case the delta function picks out two values of
z. The result we will need is the cumulative distribution function
(CDF) of r given R:

CDF(r|R) =
∫ r

0
P (r ′|R)dr ′

=
(
r2 − R2

)1/2 (
r2 + 1

2

(
3R2

h + R2
))

(
r2 + R2

h

)3/2 , (22)

for r > R and CDF(r|R) = 0 for r < R.
To find the CDF for the distance to the outermost of n observed

stars we simply multiply the CDFs for each of the n stars:

CDFmax(r|R1, . . . , Rn) = CDF(r|R1) · · · CDF(r|Rn), (23)

where each term on the right-hand side is given by Equation (22)
and Ri is the measured projected distance to the ith member star.

For each dwarf, Equation (23) can be used to estimate
the distance to the outermost star used in the Jeans analysis.
The median estimate and ± 1σ confidence intervals for the
distance to the outermost member star for each dwarf are shown
in the last column of Table 1. When computing J-profiles we
truncate all halo profiles obtained from the Jeans/MultiNest
sampling analysis at the median estimate to the outermost
member star.

Note that this truncation is not imposed on the mass profile
in Equation (14) when calculating the integral in Equation (16)
during the Jeans/MultiNest sampling. However, the integral
in Equation (16) is dominated by the contribution from radii
r < Re, such that as long as the truncation radius is larger than
the luminous effective radius (as it is for every dwarf galaxy
we consider), the result from the Jeans/MultiNest analysis
is insensitive to whether or not we truncate the halo density
profile at the outermost star in the kinematic sample. We have
verified this argument by a controlled experiment and found
that the significant effect of truncation is on the subsequent
integration over the density profile that enters the calculation
of the annihilation signal (see Equation (5)). For the purpose
of this work (quantifying the expected dark matter flux from a

dwarf) this particular choice of truncation is a conservative one.
A spherical Jeans analysis cannot, in principle, constrain the
mass distribution far beyond the outermost member stars and
we therefore set the density to zero at these distances.

6.3. Tidal Radius

For some allowed models, however, the halo density at the
galactocentric radius of the outermost star is far smaller than
that expected for the Milky Way halo at the same location. This
situation would be inconsistent, as the outermost star (and dark
matter particles) would likely be lost due to tides. Therefore we
impose an additional, physically motivated filter by requiring
that the tidal radius of any acceptable halo be larger than the
distance to the outermost star.

The magnitude of the tidal radius rt depends on the internal
and external potentials (i.e., those of the dwarf and Milky
Way, respectively), the orbit of the dwarf, and on the orbital
configuration within the dwarf (orbits that are prograde with
respect to the dwarf’s orbit are more easily stripped than those
that are retrograde; Read et al. 2006).

For each kinematically allowed halo profile we follow von
Hoerner (1957) and King (1962) and estimate a tidal radius rt
by solving

r3
t − D3 M(rt )

MMW(D)

[
2 +

ω2D3

GMMW(D)
− d ln MMW

d ln r

∣∣∣∣
r=D

]−1

= 0.

(24)

Here, D is the distance between the Milky Way center and the
dwarf, M(rt ) is the mass within the tidal radius of the dwarf
galaxy, MMW(r) is the mass enclosed within radius r in the
Milky Way, and ω is the angular speed of the dwarf about the
Galactic center (which we take to be a linear speed of 200 km s−1

divided by the distance from the dwarf to the Galactic center).
The Milky Way mass model is taken to be an NFW profile with
virial mass MMW = 1012M⊙, a scale radius rs,MW = 21.5 kpc,
and a concentration cMW = 12 (Klypin et al. 2002; for a more
recent treatment of the subject see, e.g., Nesti & Salucci 2013;
the results are not sensitive to the uncertainties in the Milky Way
mass model).

The expression in Equation (24) should be taken as a crude
approximation for several reasons (see, for example, discussions
in Binney & Tremaine 2008; Mo et al. 2010). First, it makes the
assumption that the dwarf galaxy is on a circular orbit (tidal radii
for systems with eccentric orbits are not well defined). Second,
the three dimensional tidal surface is not of constant radius
and thus does not correspond to one unique value for rt. Third,
Equation (24) does not include the effect of orbital dynamics of
the particles within the dwarf galaxy itself (manifested as some
variance about the angular velocity ω). Nevertheless, the utility
of this prescription has been thoroughly explored in studies of
globular clusters, dark matter substructure, and dwarf galaxies
(Johnston 1998; Johnston et al. 2001; Taylor & Babul 2001,
2004; Zentner & Bullock 2002, 2003), and gives a reasonably
intuitive definition of “tidal radius.”

Therefore, we reject any halo profiles for which this estimate
of the tidal radius is smaller than the radius we estimate for the
outermost member in the kinematic samples.5 This consistency
condition turns out to affect only two dwarfs, the ultra-faints

5 We use the minimum possible distance to the outermost star: the largest
projected distance to any of the members. This has a conservative impact in the
resulting J values.
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use the entire distribution of projected radii of the kinematic
sample to estimate the maximum galactocentric distance rmax
among those stars.

We estimate rmax in the following way. Given spherical sym-
metry, it is straightforward to find the probability distribution for
the unprojected distance to the outermost observed star given
the projected distances to the observed stars. We start by consid-
ering an individual star. Given its projected distance R we take
the probability of its line of sight distance z (relative to the halo
center) to be proportional to the (deprojected) Plummer density
profile:

P (z|R) ∝
(

1 +
z2 + R2

R2
e

)−5/2

, (20)

where Re is the projected halflight radius (Section 3). Once the
above probability has been normalized (by integrating over z)
we can construct the probability distribution for the unprojected
distance r given the projected distance R:

P (r|R) =
∫

z

P (r|z, R) P (z|R) dz. (21)

In the above P (r|z, R) is simply the Dirac delta function
δ(r −

√
z2 + R2). Note that the above integral is zero unless

r > R, in which case the delta function picks out two values of
z. The result we will need is the cumulative distribution function
(CDF) of r given R:

CDF(r|R) =
∫ r

0
P (r ′|R)dr ′

=
(
r2 − R2

)1/2 (
r2 + 1

2

(
3R2

h + R2
))

(
r2 + R2

h

)3/2 , (22)

for r > R and CDF(r|R) = 0 for r < R.
To find the CDF for the distance to the outermost of n observed

stars we simply multiply the CDFs for each of the n stars:

CDFmax(r|R1, . . . , Rn) = CDF(r|R1) · · · CDF(r|Rn), (23)

where each term on the right-hand side is given by Equation (22)
and Ri is the measured projected distance to the ith member star.

For each dwarf, Equation (23) can be used to estimate
the distance to the outermost star used in the Jeans analysis.
The median estimate and ± 1σ confidence intervals for the
distance to the outermost member star for each dwarf are shown
in the last column of Table 1. When computing J-profiles we
truncate all halo profiles obtained from the Jeans/MultiNest
sampling analysis at the median estimate to the outermost
member star.

Note that this truncation is not imposed on the mass profile
in Equation (14) when calculating the integral in Equation (16)
during the Jeans/MultiNest sampling. However, the integral
in Equation (16) is dominated by the contribution from radii
r < Re, such that as long as the truncation radius is larger than
the luminous effective radius (as it is for every dwarf galaxy
we consider), the result from the Jeans/MultiNest analysis
is insensitive to whether or not we truncate the halo density
profile at the outermost star in the kinematic sample. We have
verified this argument by a controlled experiment and found
that the significant effect of truncation is on the subsequent
integration over the density profile that enters the calculation
of the annihilation signal (see Equation (5)). For the purpose
of this work (quantifying the expected dark matter flux from a

dwarf) this particular choice of truncation is a conservative one.
A spherical Jeans analysis cannot, in principle, constrain the
mass distribution far beyond the outermost member stars and
we therefore set the density to zero at these distances.

6.3. Tidal Radius

For some allowed models, however, the halo density at the
galactocentric radius of the outermost star is far smaller than
that expected for the Milky Way halo at the same location. This
situation would be inconsistent, as the outermost star (and dark
matter particles) would likely be lost due to tides. Therefore we
impose an additional, physically motivated filter by requiring
that the tidal radius of any acceptable halo be larger than the
distance to the outermost star.

The magnitude of the tidal radius rt depends on the internal
and external potentials (i.e., those of the dwarf and Milky
Way, respectively), the orbit of the dwarf, and on the orbital
configuration within the dwarf (orbits that are prograde with
respect to the dwarf’s orbit are more easily stripped than those
that are retrograde; Read et al. 2006).

For each kinematically allowed halo profile we follow von
Hoerner (1957) and King (1962) and estimate a tidal radius rt
by solving

r3
t − D3 M(rt )

MMW(D)

[
2 +

ω2D3

GMMW(D)
− d ln MMW

d ln r

∣∣∣∣
r=D

]−1

= 0.

(24)

Here, D is the distance between the Milky Way center and the
dwarf, M(rt ) is the mass within the tidal radius of the dwarf
galaxy, MMW(r) is the mass enclosed within radius r in the
Milky Way, and ω is the angular speed of the dwarf about the
Galactic center (which we take to be a linear speed of 200 km s−1

divided by the distance from the dwarf to the Galactic center).
The Milky Way mass model is taken to be an NFW profile with
virial mass MMW = 1012M⊙, a scale radius rs,MW = 21.5 kpc,
and a concentration cMW = 12 (Klypin et al. 2002; for a more
recent treatment of the subject see, e.g., Nesti & Salucci 2013;
the results are not sensitive to the uncertainties in the Milky Way
mass model).

The expression in Equation (24) should be taken as a crude
approximation for several reasons (see, for example, discussions
in Binney & Tremaine 2008; Mo et al. 2010). First, it makes the
assumption that the dwarf galaxy is on a circular orbit (tidal radii
for systems with eccentric orbits are not well defined). Second,
the three dimensional tidal surface is not of constant radius
and thus does not correspond to one unique value for rt. Third,
Equation (24) does not include the effect of orbital dynamics of
the particles within the dwarf galaxy itself (manifested as some
variance about the angular velocity ω). Nevertheless, the utility
of this prescription has been thoroughly explored in studies of
globular clusters, dark matter substructure, and dwarf galaxies
(Johnston 1998; Johnston et al. 2001; Taylor & Babul 2001,
2004; Zentner & Bullock 2002, 2003), and gives a reasonably
intuitive definition of “tidal radius.”

Therefore, we reject any halo profiles for which this estimate
of the tidal radius is smaller than the radius we estimate for the
outermost member in the kinematic samples.5 This consistency
condition turns out to affect only two dwarfs, the ultra-faints

5 We use the minimum possible distance to the outermost star: the largest
projected distance to any of the members. This has a conservative impact in the
resulting J values.
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use the entire distribution of projected radii of the kinematic
sample to estimate the maximum galactocentric distance rmax
among those stars.

We estimate rmax in the following way. Given spherical sym-
metry, it is straightforward to find the probability distribution for
the unprojected distance to the outermost observed star given
the projected distances to the observed stars. We start by consid-
ering an individual star. Given its projected distance R we take
the probability of its line of sight distance z (relative to the halo
center) to be proportional to the (deprojected) Plummer density
profile:

P (z|R) ∝
(

1 +
z2 + R2

R2
e

)−5/2

, (20)

where Re is the projected halflight radius (Section 3). Once the
above probability has been normalized (by integrating over z)
we can construct the probability distribution for the unprojected
distance r given the projected distance R:

P (r|R) =
∫

z

P (r|z, R) P (z|R) dz. (21)

In the above P (r|z, R) is simply the Dirac delta function
δ(r −

√
z2 + R2). Note that the above integral is zero unless

r > R, in which case the delta function picks out two values of
z. The result we will need is the cumulative distribution function
(CDF) of r given R:

CDF(r|R) =
∫ r

0
P (r ′|R)dr ′

=
(
r2 − R2

)1/2 (
r2 + 1

2

(
3R2

h + R2
))

(
r2 + R2

h

)3/2 , (22)

for r > R and CDF(r|R) = 0 for r < R.
To find the CDF for the distance to the outermost of n observed

stars we simply multiply the CDFs for each of the n stars:

CDFmax(r|R1, . . . , Rn) = CDF(r|R1) · · · CDF(r|Rn), (23)

where each term on the right-hand side is given by Equation (22)
and Ri is the measured projected distance to the ith member star.

For each dwarf, Equation (23) can be used to estimate
the distance to the outermost star used in the Jeans analysis.
The median estimate and ± 1σ confidence intervals for the
distance to the outermost member star for each dwarf are shown
in the last column of Table 1. When computing J-profiles we
truncate all halo profiles obtained from the Jeans/MultiNest
sampling analysis at the median estimate to the outermost
member star.

Note that this truncation is not imposed on the mass profile
in Equation (14) when calculating the integral in Equation (16)
during the Jeans/MultiNest sampling. However, the integral
in Equation (16) is dominated by the contribution from radii
r < Re, such that as long as the truncation radius is larger than
the luminous effective radius (as it is for every dwarf galaxy
we consider), the result from the Jeans/MultiNest analysis
is insensitive to whether or not we truncate the halo density
profile at the outermost star in the kinematic sample. We have
verified this argument by a controlled experiment and found
that the significant effect of truncation is on the subsequent
integration over the density profile that enters the calculation
of the annihilation signal (see Equation (5)). For the purpose
of this work (quantifying the expected dark matter flux from a

dwarf) this particular choice of truncation is a conservative one.
A spherical Jeans analysis cannot, in principle, constrain the
mass distribution far beyond the outermost member stars and
we therefore set the density to zero at these distances.

6.3. Tidal Radius

For some allowed models, however, the halo density at the
galactocentric radius of the outermost star is far smaller than
that expected for the Milky Way halo at the same location. This
situation would be inconsistent, as the outermost star (and dark
matter particles) would likely be lost due to tides. Therefore we
impose an additional, physically motivated filter by requiring
that the tidal radius of any acceptable halo be larger than the
distance to the outermost star.

The magnitude of the tidal radius rt depends on the internal
and external potentials (i.e., those of the dwarf and Milky
Way, respectively), the orbit of the dwarf, and on the orbital
configuration within the dwarf (orbits that are prograde with
respect to the dwarf’s orbit are more easily stripped than those
that are retrograde; Read et al. 2006).

For each kinematically allowed halo profile we follow von
Hoerner (1957) and King (1962) and estimate a tidal radius rt
by solving

r3
t − D3 M(rt )

MMW(D)

[
2 +

ω2D3

GMMW(D)
− d ln MMW

d ln r

∣∣∣∣
r=D

]−1

= 0.

(24)

Here, D is the distance between the Milky Way center and the
dwarf, M(rt ) is the mass within the tidal radius of the dwarf
galaxy, MMW(r) is the mass enclosed within radius r in the
Milky Way, and ω is the angular speed of the dwarf about the
Galactic center (which we take to be a linear speed of 200 km s−1

divided by the distance from the dwarf to the Galactic center).
The Milky Way mass model is taken to be an NFW profile with
virial mass MMW = 1012M⊙, a scale radius rs,MW = 21.5 kpc,
and a concentration cMW = 12 (Klypin et al. 2002; for a more
recent treatment of the subject see, e.g., Nesti & Salucci 2013;
the results are not sensitive to the uncertainties in the Milky Way
mass model).

The expression in Equation (24) should be taken as a crude
approximation for several reasons (see, for example, discussions
in Binney & Tremaine 2008; Mo et al. 2010). First, it makes the
assumption that the dwarf galaxy is on a circular orbit (tidal radii
for systems with eccentric orbits are not well defined). Second,
the three dimensional tidal surface is not of constant radius
and thus does not correspond to one unique value for rt. Third,
Equation (24) does not include the effect of orbital dynamics of
the particles within the dwarf galaxy itself (manifested as some
variance about the angular velocity ω). Nevertheless, the utility
of this prescription has been thoroughly explored in studies of
globular clusters, dark matter substructure, and dwarf galaxies
(Johnston 1998; Johnston et al. 2001; Taylor & Babul 2001,
2004; Zentner & Bullock 2002, 2003), and gives a reasonably
intuitive definition of “tidal radius.”

Therefore, we reject any halo profiles for which this estimate
of the tidal radius is smaller than the radius we estimate for the
outermost member in the kinematic samples.5 This consistency
condition turns out to affect only two dwarfs, the ultra-faints

5 We use the minimum possible distance to the outermost star: the largest
projected distance to any of the members. This has a conservative impact in the
resulting J values.
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use the entire distribution of projected radii of the kinematic
sample to estimate the maximum galactocentric distance rmax
among those stars.

We estimate rmax in the following way. Given spherical sym-
metry, it is straightforward to find the probability distribution for
the unprojected distance to the outermost observed star given
the projected distances to the observed stars. We start by consid-
ering an individual star. Given its projected distance R we take
the probability of its line of sight distance z (relative to the halo
center) to be proportional to the (deprojected) Plummer density
profile:

P (z|R) ∝
(

1 +
z2 + R2

R2
e

)−5/2

, (20)

where Re is the projected halflight radius (Section 3). Once the
above probability has been normalized (by integrating over z)
we can construct the probability distribution for the unprojected
distance r given the projected distance R:

P (r|R) =
∫

z

P (r|z, R) P (z|R) dz. (21)

In the above P (r|z, R) is simply the Dirac delta function
δ(r −

√
z2 + R2). Note that the above integral is zero unless

r > R, in which case the delta function picks out two values of
z. The result we will need is the cumulative distribution function
(CDF) of r given R:

CDF(r|R) =
∫ r

0
P (r ′|R)dr ′

=
(
r2 − R2

)1/2 (
r2 + 1

2

(
3R2

h + R2
))

(
r2 + R2

h

)3/2 , (22)

for r > R and CDF(r|R) = 0 for r < R.
To find the CDF for the distance to the outermost of n observed

stars we simply multiply the CDFs for each of the n stars:

CDFmax(r|R1, . . . , Rn) = CDF(r|R1) · · · CDF(r|Rn), (23)

where each term on the right-hand side is given by Equation (22)
and Ri is the measured projected distance to the ith member star.

For each dwarf, Equation (23) can be used to estimate
the distance to the outermost star used in the Jeans analysis.
The median estimate and ± 1σ confidence intervals for the
distance to the outermost member star for each dwarf are shown
in the last column of Table 1. When computing J-profiles we
truncate all halo profiles obtained from the Jeans/MultiNest
sampling analysis at the median estimate to the outermost
member star.

Note that this truncation is not imposed on the mass profile
in Equation (14) when calculating the integral in Equation (16)
during the Jeans/MultiNest sampling. However, the integral
in Equation (16) is dominated by the contribution from radii
r < Re, such that as long as the truncation radius is larger than
the luminous effective radius (as it is for every dwarf galaxy
we consider), the result from the Jeans/MultiNest analysis
is insensitive to whether or not we truncate the halo density
profile at the outermost star in the kinematic sample. We have
verified this argument by a controlled experiment and found
that the significant effect of truncation is on the subsequent
integration over the density profile that enters the calculation
of the annihilation signal (see Equation (5)). For the purpose
of this work (quantifying the expected dark matter flux from a

dwarf) this particular choice of truncation is a conservative one.
A spherical Jeans analysis cannot, in principle, constrain the
mass distribution far beyond the outermost member stars and
we therefore set the density to zero at these distances.

6.3. Tidal Radius

For some allowed models, however, the halo density at the
galactocentric radius of the outermost star is far smaller than
that expected for the Milky Way halo at the same location. This
situation would be inconsistent, as the outermost star (and dark
matter particles) would likely be lost due to tides. Therefore we
impose an additional, physically motivated filter by requiring
that the tidal radius of any acceptable halo be larger than the
distance to the outermost star.

The magnitude of the tidal radius rt depends on the internal
and external potentials (i.e., those of the dwarf and Milky
Way, respectively), the orbit of the dwarf, and on the orbital
configuration within the dwarf (orbits that are prograde with
respect to the dwarf’s orbit are more easily stripped than those
that are retrograde; Read et al. 2006).

For each kinematically allowed halo profile we follow von
Hoerner (1957) and King (1962) and estimate a tidal radius rt
by solving

r3
t − D3 M(rt )

MMW(D)
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2 +

ω2D3

GMMW(D)
− d ln MMW

d ln r
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Here, D is the distance between the Milky Way center and the
dwarf, M(rt ) is the mass within the tidal radius of the dwarf
galaxy, MMW(r) is the mass enclosed within radius r in the
Milky Way, and ω is the angular speed of the dwarf about the
Galactic center (which we take to be a linear speed of 200 km s−1

divided by the distance from the dwarf to the Galactic center).
The Milky Way mass model is taken to be an NFW profile with
virial mass MMW = 1012M⊙, a scale radius rs,MW = 21.5 kpc,
and a concentration cMW = 12 (Klypin et al. 2002; for a more
recent treatment of the subject see, e.g., Nesti & Salucci 2013;
the results are not sensitive to the uncertainties in the Milky Way
mass model).

The expression in Equation (24) should be taken as a crude
approximation for several reasons (see, for example, discussions
in Binney & Tremaine 2008; Mo et al. 2010). First, it makes the
assumption that the dwarf galaxy is on a circular orbit (tidal radii
for systems with eccentric orbits are not well defined). Second,
the three dimensional tidal surface is not of constant radius
and thus does not correspond to one unique value for rt. Third,
Equation (24) does not include the effect of orbital dynamics of
the particles within the dwarf galaxy itself (manifested as some
variance about the angular velocity ω). Nevertheless, the utility
of this prescription has been thoroughly explored in studies of
globular clusters, dark matter substructure, and dwarf galaxies
(Johnston 1998; Johnston et al. 2001; Taylor & Babul 2001,
2004; Zentner & Bullock 2002, 2003), and gives a reasonably
intuitive definition of “tidal radius.”

Therefore, we reject any halo profiles for which this estimate
of the tidal radius is smaller than the radius we estimate for the
outermost member in the kinematic samples.5 This consistency
condition turns out to affect only two dwarfs, the ultra-faints

5 We use the minimum possible distance to the outermost star: the largest
projected distance to any of the members. This has a conservative impact in the
resulting J values.
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Figure 3. Samples from the posterior probability distribution functions of dark matter halo density profile and velocity anisotropy parameters for Segue 1 (black) and
Fornax (red).

profile is steeply falling (β > 3). However, within rs the radial
distribution of the emission is determined by the slope of the
inner density profile γ . For sufficiently cuspy profiles (γ > 1)
the emission is dominated by annihilation near the halo center.
For γ ∼ 1 the annihilation rate receives approximately equal
contributions from all radii and for γ < 1 the emission comes
primarily from the largest radii within rs.

Unfortunately, the current data sets—even for the classical
dwarfs—do not place strong upper bounds on rs, thereby
allowing emission that extends to an arbitrarily large radius.4
Therefore, the question of where the halo ends has important
consequences for the expected dark matter signal from a dwarf
galaxy. The data for nearly all dwarf galaxies are consistent with
density profiles described by single power laws with logarithmic

4 For spherically symmetric halos the mass exterior to a star’s orbit exerts
zero net force on that star (Newton 1687); thus stellar kinematics in general
carry no information about the mass distribution beyond the orbits of the stars.

slopes dlog ρ/dlog r > −3—indeed, despite its unphysically
infinite mass, the “isothermal sphere,” characterized by ρ(r) ∝
r−2, has long been used to model kinematics of spheroidal
galaxies (Binney & Tremaine 2008). It is therefore important
to define some means for preventing the outer parts of a
halo—i.e., regions outside the orbits of the observed stellar
populations—from dominating the integral used to calculate
the J-profile (Equation (5)).

6.2. Truncating at the Outermost Observed Star

An obvious choice for a conservative truncation radius is
that of the outermost member star used to estimate the velocity
dispersion profile. For stars well beyond the luminous scale
radius Re, the projected distances that we observe are likely to be
similar to the de-projected distances r. However, if we observe
enough stars close to the center it becomes likely that some of
these stars lie at large galactocentric distances. Therefore, we
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Table 4
Halo Profile Parameter Constraints

Name log10 ρs log10 rs

(M⊙pc−3) (pc) α β γ − log10(1 − βa)

−2σ −1σ Median +1σ +2σ −2σ −1σ Median +1σ +2σ −2σ −1σ Median +1σ +2σ −2σ −1σ Median +1σ +2σ −2σ −1σ Median +1σ +2σ −2σ −1σ Median +1σ +2σ

Carina −3.74 −2.86 −1.96 −1.28 −0.73 2.61 2.90 3.31 3.96 4.63 0.62 0.87 1.47 2.41 2.89 3.12 3.75 5.60 8.36 9.71 0.13 0.54 0.95 1.13 1.19 −0.41 −0.23 −0.07 0.08 0.25
Draco −3.36 −2.66 −1.74 −1.09 −0.78 2.85 3.11 3.57 4.34 4.83 0.75 1.18 2.01 2.65 2.95 3.19 4.16 6.34 8.69 9.74 0.06 0.29 0.71 1.02 1.16 0.01 0.25 0.54 0.81 0.97
Fornax −2.11 −1.83 −1.49 −1.20 −0.76 2.73 2.93 3.09 3.25 3.51 0.86 1.39 2.13 2.73 2.96 3.30 4.54 6.97 9.02 9.84 0.03 0.19 0.61 1.02 1.17 −0.25 −0.15 −0.06 0.02 0.09
Leo I −3.69 −3.08 −2.18 −1.38 −0.92 2.91 3.23 3.80 4.55 4.91 0.71 1.12 1.93 2.64 2.94 3.16 3.99 6.15 8.70 9.76 0.09 0.41 0.84 1.08 1.18 −0.20 −0.03 0.14 0.37 0.72
Leo II −3.24 −2.31 −0.92 −0.03 0.47 1.95 2.29 2.89 4.03 4.77 0.64 1.01 1.76 2.53 2.90 3.16 3.89 5.95 8.56 9.73 0.08 0.35 0.82 1.08 1.18 −0.88 −0.51 −0.01 0.51 0.88
. . .

(This table is available in its entirety in machine-readable form.)
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Three things to take away from dwarf constraints


1. Black holes as dark matter lead to a depletion of stars in the center and the 
appearance of a ring in the projected stellar surface density profile. 


2. Current observations rule out the possibility that more than 4% of the dark matter is 
composed of black holes with mass of few tens of solar masses. 


3. Next generation of large aperture telescopes could improve these constraints.



How to distinguish primordial from baryonic black holes


 
Koushiappas & Loeb, arXiv:1708.07380

https://arxiv.org/abs/1708.07380


Rate of black hole merger events


• Black holes must be formed.


• Black holes must find a way to get close enough so that gravitational waves can 
take-over as the dominant energy loss mechanism.

Koushiappas & Loeb, arXiv:1708.07380



Rate of black hole merger events


• Black holes must be formed.


• Black holes must find a way to get close enough so that gravitational waves can 
take-over as the dominant energy loss mechanism.

Koushiappas & Loeb, arXiv:1708.07380

Both of the above depend on the ability of gas to cool




Rate of black hole merger events


Maximum redshift of gravitational wave merger events
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Future generation of gravitational wave detectors will have the sensitivity to detect gravitational
wave events at redshifts far beyond any detectable electromagnetic sources. We show that if the
observed event rate is greater than one event per year at redshifts z � 40, then the probability
distribution of primordial density fluctuations must be significantly non-Gaussian or the events
originate from primordial black holes. The nature of the excess events can be determined from the
redshift distribution of the merger rate.

PACS numbers: 95.35.+d, 98.80.-k, 04.30.Db, 04.30.?w

The discovery of gravitational waves from merging
pairs of massive black holes [1–4] has opened a new win-
dow to the astrophysics of black holes, their formation,
and cosmic evolution. Black holes of stellar masses have
been observed with LIGO [1–4] and supermassive black
holes in galaxies are expected to be detected by LISA
over the next couple of decades [5–7]. The sensitivity of
the next generation of ground-based gravitational wave
detectors is expected to improve by at least an order of
magnitude [8], thus allowing the detection of merging
black holes events out to the highest redshifts, poten-
tially exceeding the reach of electromagnetic observations
which respond to amplitude squared and not amplitude.

The expected rates of black hole mergers has been cal-
culated based on the number and properties of the few
events discovered to-date (see, e.g. [9–11]). The rate
depends on a multitude of factors: black holes must be
formed and they must find a way to get close enough so
that gravitational waves can take-over as the dominant
energy loss mechanism. The redshift distribution encodes
information about the origin of black hole pairs. If black
holes originate from massive stellar progenitors then the
redshift distribution should relate to the formation, ac-
cretion, and cooling of gas in galaxies. If on the other
hand the black holes are primordial [12–16], then the
redshirt distribution will extend to earlier cosmic times
due to primordial binaries [17].

A key di↵erence between these two scenarios is that in
the case of a baryonic origin, black holes must form out of
cold gas, which accreted into a dark matter gravitational
potential well, and then cooled to form black hole pro-
genitors. This path follows the abundance of appropriate
potential wells.

In this letter we calculate the maximum redshift of ex-

⇤Electronic address: koushiappas@brown.edu
†Electronic address: loeb@cfa.harvard.edu

pected black hole merger events that have baryonic ori-
gin in the standard cosmological model. That is, the
black holes are formed in galaxies as opposed to primor-
dial black holes, or black holes that are formed in non-
standard cosmological scenarios, e.g., cosmologies with
a significant non-Gaussianity in the primordial density
fluctuations of the dark matter.

The significance of this calculation is two-fold: first, it
defines a maximum redshift over which baryonic struc-
tures can form, and second any detection above the
derived bound will signify the presence of either non-
Gaussianities that control the formation of baryonic
structures at unexpectedly high redshifts, or that black
hole events may be due to primordial black holes.

In the following we make two key assumptions in the
derivation of a maximum redshift of baryonic black hole
gravitational wave events. First, we conservatively as-
sume that black hole pairs merge instantaneously, i.e.,
there is no time lag between the formation of black holes,
the evolution of the binary and the subsequent sequence
of events that leads to a merger. Second, we conserva-
tively assume that all gas accreted in dark matter halos
end up in stars that end up in black holes. Realistically,
both of these assumptions are vastly optimistic. How-
ever, their application guarantees that the derived max-
imum redshift is indeed a very hard limit and thus any
observation that violates this bound will be of enormous
scientific significance.

We begin by calculating the number of observed grav-
itational wave events per year greater than redshift z as
the integral of the rate of black hole mergers per redshift
interval

N (> z) =

Z 1

z

dR
dz

dz, (1)

where dR/dz is the rate of merger events per redshift

2

interval,

dR
dz

⌘
Z 1

Mmin(z)

dN

dMdV
CNG(M, z)

⇥ h✏(M, z)i
(1 + z)

Ṁg(M, z)

2mBH

dV

dz
dM. (2)

Here, dN/dMdV is the comoving density of dark matter
halos of mass M at redshift z, CNG(M, z) is a correction
to the mass function in the case where non-Gaussianity
is present (with CNG(M, z) = 1 in the standard ⇤CDM
cosmology), Ṁg(M, z) is the rate of accreted gas in halos
of mass M at z, h✏(M, z)i is the e�ciency of converting
gas to black holes of mass mBH, dV/dz is the comoving
volume per redshift interval and the (1 + z) factor in
the denominator is to convert the rest frame rate to the
observed rate.

The integral in Equation (2) is performed from a min-
imum halo mass Mmin(z) to infinity. Throughout the
paper we use a cosmological model with a power spec-
trum with a spectral index ns = 0.967, a normaliza-
tion �8 = 0.81, a present value of the Hubble param-
eter H0 = 70.4km/s/Mpc and dark matter, baryonic
and cosmological constant mass density parameters of
⌦DM = 0.226, ⌦b = 0.0455, and ⌦⇤ = 0.728, respec-
tively [18].

We next explain how we calculate each of these quan-
tities. The expected number of gravitational wave events
depends strongly on the halo mass function which de-
clines exponentially at high redshifts for Gaussian fluctu-
ations. Figure 1 shows the mass function at high redshifts
from 15 di↵erent numerical simulations [19–31]. The only
results that are valid at the high redshifts we consider
here are the ones of [25, 26, 29]. The halo masses of
interest at these high redshifts correspond to extremely
rare peaks. The abundance of halos is roughly bounded
by two functional forms – the analytic form of Press-
Schecter [31] (red curve in Figure 1) gives the lowest num-
ber of halos while the ellipsoidal collapse model of Sheth,
Mo & Tormen [30] gives the maximum (blue curve in
Figure 1). All other mass functions, including the more
realistic results in [25, 26, 29] lie in between these two
analytic forms.

The presence of a non-Gaussianity in the initial condi-
tions can alter the abundance of dark matter halos, espe-
cially in the exponential tail of the mass function (which
is the regime of interest here). We therefore modify the
mass function to include such features by assuming that
the non-Gaussian mass function is the product of the
Gaussian mass function multiplied by a correction fac-
tor [32] that describes fNL cosmologies [34–37] (though
it is important to emphasize that fNL is just one possible
parametrization of non-Gaussianities),

CNG(M) =


�
2

c

6�

dS3

d ln�(M)
+�

�
exp

✓
S3�

3

c

6�2(M)
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Here, � ⌘
p

1� �cS3/3, �c = 1.686
p
a, with a = 0.9,

and S3 = 3.15 ⇥ 10�4
fNL/�

0.838(M). The Sheth-Mo-

FIG. 1: Halo mass functions at z =20, 30, 40 & 50.
At each redshift the multiple grey lines correspond to the
mass functions derived in Refs. [19–29]. The red line corre-
sponds to the Press-Schecter mass function [31] while the blue
line corresponds to the Sheth, Mo & Tormen mass function
[30]. At each redshift, the range of mass function values is
bounded roughly by these two analytic mass functions. The
dashed blue lines correspond to the Sheth, Mo & Tormen
mass function with a correction [32] for a cosmology with a
non-Gaussianity parameter fNL = 43 [33].

Tormen mass function [30], modified to include the e↵ects
of fNL non-Gaussianities [33] is shown in Figure 1 as the
blue dashed curve. We consider this modified mass func-
tion to represent the maximum abundance of dark mat-
ter halos (repeating the calculations for cosmologies with
gNL or ⌧NL within the current limits [33] leads to smaller
e↵ects than the e↵ects from the current uncertainties in
fNL).
It is also important to note that the mass function

depends on the normalization of the power spectrum;
however, the current percent-level uncertainty of �8 is
negligible for our purposes.
The quantity Ṁb(M, z)) represents the rate of gas in-

flow in halos of mass M at z. It has been predicted in
simple theoretical grounds [38] and has been measured
in hydrodynamical simulations at high redshift [39, 40].
We adopt the maximum gas accretion rate [40],

Ṁg(M, z) ⇡ 10�3
M�yr

�1

✓
M

106M�

◆1.127 ✓1 + z

20

◆⌘

,

(4)
where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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Here, dN/dMdV is the comoving density of dark matter
halos of mass M at redshift z, CNG(M, z) is a correction
to the mass function in the case where non-Gaussianity
is present (with CNG(M, z) = 1 in the standard ⇤CDM
cosmology), Ṁg(M, z) is the rate of accreted gas in halos
of mass M at z, h✏(M, z)i is the e�ciency of converting
gas to black holes of mass mBH, dV/dz is the comoving
volume per redshift interval and the (1 + z) factor in
the denominator is to convert the rest frame rate to the
observed rate.

The integral in Equation (2) is performed from a min-
imum halo mass Mmin(z) to infinity. Throughout the
paper we use a cosmological model with a power spec-
trum with a spectral index ns = 0.967, a normaliza-
tion �8 = 0.81, a present value of the Hubble param-
eter H0 = 70.4km/s/Mpc and dark matter, baryonic
and cosmological constant mass density parameters of
⌦DM = 0.226, ⌦b = 0.0455, and ⌦⇤ = 0.728, respec-
tively [18].

We next explain how we calculate each of these quan-
tities. The expected number of gravitational wave events
depends strongly on the halo mass function which de-
clines exponentially at high redshifts for Gaussian fluctu-
ations. Figure 1 shows the mass function at high redshifts
from 15 di↵erent numerical simulations [19–31]. The only
results that are valid at the high redshifts we consider
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ber of halos while the ellipsoidal collapse model of Sheth,
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FIG. 1: Halo mass functions at z =20, 30, 40 & 50.
At each redshift the multiple grey lines correspond to the
mass functions derived in Refs. [19–29]. The red line corre-
sponds to the Press-Schecter mass function [31] while the blue
line corresponds to the Sheth, Mo & Tormen mass function
[30]. At each redshift, the range of mass function values is
bounded roughly by these two analytic mass functions. The
dashed blue lines correspond to the Sheth, Mo & Tormen
mass function with a correction [32] for a cosmology with a
non-Gaussianity parameter fNL = 43 [33].

Tormen mass function [30], modified to include the e↵ects
of fNL non-Gaussianities [33] is shown in Figure 1 as the
blue dashed curve. We consider this modified mass func-
tion to represent the maximum abundance of dark mat-
ter halos (repeating the calculations for cosmologies with
gNL or ⌧NL within the current limits [33] leads to smaller
e↵ects than the e↵ects from the current uncertainties in
fNL).
It is also important to note that the mass function

depends on the normalization of the power spectrum;
however, the current percent-level uncertainty of �8 is
negligible for our purposes.
The quantity Ṁb(M, z)) represents the rate of gas in-

flow in halos of mass M at z. It has been predicted in
simple theoretical grounds [38] and has been measured
in hydrodynamical simulations at high redshift [39, 40].
We adopt the maximum gas accretion rate [40],
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where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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Future generation of gravitational wave detectors will have the sensitivity to detect gravitational
wave events at redshifts far beyond any detectable electromagnetic sources. We show that if the
observed event rate is greater than one event per year at redshifts z � 40, then the probability
distribution of primordial density fluctuations must be significantly non-Gaussian or the events
originate from primordial black holes. The nature of the excess events can be determined from the
redshift distribution of the merger rate.

PACS numbers: 95.35.+d, 98.80.-k, 04.30.Db, 04.30.?w

The discovery of gravitational waves from merging
pairs of massive black holes [1–4] has opened a new win-
dow to the astrophysics of black holes, their formation,
and cosmic evolution. Black holes of stellar masses have
been observed with LIGO [1–4] and supermassive black
holes in galaxies are expected to be detected by LISA
over the next couple of decades [5–7]. The sensitivity of
the next generation of ground-based gravitational wave
detectors is expected to improve by at least an order of
magnitude [8], thus allowing the detection of merging
black holes events out to the highest redshifts, poten-
tially exceeding the reach of electromagnetic observations
which respond to amplitude squared and not amplitude.

The expected rates of black hole mergers has been cal-
culated based on the number and properties of the few
events discovered to-date (see, e.g. [9–11]). The rate
depends on a multitude of factors: black holes must be
formed and they must find a way to get close enough so
that gravitational waves can take-over as the dominant
energy loss mechanism. The redshift distribution encodes
information about the origin of black hole pairs. If black
holes originate from massive stellar progenitors then the
redshift distribution should relate to the formation, ac-
cretion, and cooling of gas in galaxies. If on the other
hand the black holes are primordial [12–16], then the
redshirt distribution will extend to earlier cosmic times
due to primordial binaries [17].

A key di↵erence between these two scenarios is that in
the case of a baryonic origin, black holes must form out of
cold gas, which accreted into a dark matter gravitational
potential well, and then cooled to form black hole pro-
genitors. This path follows the abundance of appropriate
potential wells.

In this letter we calculate the maximum redshift of ex-
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pected black hole merger events that have baryonic ori-
gin in the standard cosmological model. That is, the
black holes are formed in galaxies as opposed to primor-
dial black holes, or black holes that are formed in non-
standard cosmological scenarios, e.g., cosmologies with
a significant non-Gaussianity in the primordial density
fluctuations of the dark matter.

The significance of this calculation is two-fold: first, it
defines a maximum redshift over which baryonic struc-
tures can form, and second any detection above the
derived bound will signify the presence of either non-
Gaussianities that control the formation of baryonic
structures at unexpectedly high redshifts, or that black
hole events may be due to primordial black holes.

In the following we make two key assumptions in the
derivation of a maximum redshift of baryonic black hole
gravitational wave events. First, we conservatively as-
sume that black hole pairs merge instantaneously, i.e.,
there is no time lag between the formation of black holes,
the evolution of the binary and the subsequent sequence
of events that leads to a merger. Second, we conserva-
tively assume that all gas accreted in dark matter halos
end up in stars that end up in black holes. Realistically,
both of these assumptions are vastly optimistic. How-
ever, their application guarantees that the derived max-
imum redshift is indeed a very hard limit and thus any
observation that violates this bound will be of enormous
scientific significance.

We begin by calculating the number of observed grav-
itational wave events per year greater than redshift z as
the integral of the rate of black hole mergers per redshift
interval

N (> z) =

Z 1

z

dR
dz

dz, (1)

where dR/dz is the rate of merger events per redshift
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Here, dN/dMdV is the comoving density of dark matter
halos of mass M at redshift z, CNG(M, z) is a correction
to the mass function in the case where non-Gaussianity
is present (with CNG(M, z) = 1 in the standard ⇤CDM
cosmology), Ṁg(M, z) is the rate of accreted gas in halos
of mass M at z, h✏(M, z)i is the e�ciency of converting
gas to black holes of mass mBH, dV/dz is the comoving
volume per redshift interval and the (1 + z) factor in
the denominator is to convert the rest frame rate to the
observed rate.

The integral in Equation (2) is performed from a min-
imum halo mass Mmin(z) to infinity. Throughout the
paper we use a cosmological model with a power spec-
trum with a spectral index ns = 0.967, a normaliza-
tion �8 = 0.81, a present value of the Hubble param-
eter H0 = 70.4km/s/Mpc and dark matter, baryonic
and cosmological constant mass density parameters of
⌦DM = 0.226, ⌦b = 0.0455, and ⌦⇤ = 0.728, respec-
tively [18].

We next explain how we calculate each of these quan-
tities. The expected number of gravitational wave events
depends strongly on the halo mass function which de-
clines exponentially at high redshifts for Gaussian fluctu-
ations. Figure 1 shows the mass function at high redshifts
from 15 di↵erent numerical simulations [19–31]. The only
results that are valid at the high redshifts we consider
here are the ones of [25, 26, 29]. The halo masses of
interest at these high redshifts correspond to extremely
rare peaks. The abundance of halos is roughly bounded
by two functional forms – the analytic form of Press-
Schecter [31] (red curve in Figure 1) gives the lowest num-
ber of halos while the ellipsoidal collapse model of Sheth,
Mo & Tormen [30] gives the maximum (blue curve in
Figure 1). All other mass functions, including the more
realistic results in [25, 26, 29] lie in between these two
analytic forms.

The presence of a non-Gaussianity in the initial condi-
tions can alter the abundance of dark matter halos, espe-
cially in the exponential tail of the mass function (which
is the regime of interest here). We therefore modify the
mass function to include such features by assuming that
the non-Gaussian mass function is the product of the
Gaussian mass function multiplied by a correction fac-
tor [32] that describes fNL cosmologies [34–37] (though
it is important to emphasize that fNL is just one possible
parametrization of non-Gaussianities),
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FIG. 1: Halo mass functions at z =20, 30, 40 & 50.
At each redshift the multiple grey lines correspond to the
mass functions derived in Refs. [19–29]. The red line corre-
sponds to the Press-Schecter mass function [31] while the blue
line corresponds to the Sheth, Mo & Tormen mass function
[30]. At each redshift, the range of mass function values is
bounded roughly by these two analytic mass functions. The
dashed blue lines correspond to the Sheth, Mo & Tormen
mass function with a correction [32] for a cosmology with a
non-Gaussianity parameter fNL = 43 [33].

Tormen mass function [30], modified to include the e↵ects
of fNL non-Gaussianities [33] is shown in Figure 1 as the
blue dashed curve. We consider this modified mass func-
tion to represent the maximum abundance of dark mat-
ter halos (repeating the calculations for cosmologies with
gNL or ⌧NL within the current limits [33] leads to smaller
e↵ects than the e↵ects from the current uncertainties in
fNL).
It is also important to note that the mass function

depends on the normalization of the power spectrum;
however, the current percent-level uncertainty of �8 is
negligible for our purposes.
The quantity Ṁb(M, z)) represents the rate of gas in-

flow in halos of mass M at z. It has been predicted in
simple theoretical grounds [38] and has been measured
in hydrodynamical simulations at high redshift [39, 40].
We adopt the maximum gas accretion rate [40],

Ṁg(M, z) ⇡ 10�3
M�yr
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where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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FIG. 1: Halo mass functions at z =20, 30, 40 & 50.
At each redshift the multiple grey lines correspond to the
mass functions derived in Refs. [19–29]. The red line corre-
sponds to the Press-Schecter mass function [31] while the blue
line corresponds to the Sheth, Mo & Tormen mass function
[30]. At each redshift, the range of mass function values is
bounded roughly by these two analytic mass functions. The
dashed blue lines correspond to the Sheth, Mo & Tormen
mass function with a correction [32] for a cosmology with a
non-Gaussianity parameter fNL = 43 [33].

Tormen mass function [30], modified to include the e↵ects
of fNL non-Gaussianities [33] is shown in Figure 1 as the
blue dashed curve. We consider this modified mass func-
tion to represent the maximum abundance of dark mat-
ter halos (repeating the calculations for cosmologies with
gNL or ⌧NL within the current limits [33] leads to smaller
e↵ects than the e↵ects from the current uncertainties in
fNL).
It is also important to note that the mass function

depends on the normalization of the power spectrum;
however, the current percent-level uncertainty of �8 is
negligible for our purposes.
The quantity Ṁb(M, z)) represents the rate of gas in-

flow in halos of mass M at z. It has been predicted in
simple theoretical grounds [38] and has been measured
in hydrodynamical simulations at high redshift [39, 40].
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where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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Future generation of gravitational wave detectors will have the sensitivity to detect gravitational
wave events at redshifts far beyond any detectable electromagnetic sources. We show that if the
observed event rate is greater than one event per year at redshifts z � 40, then the probability
distribution of primordial density fluctuations must be significantly non-Gaussian or the events
originate from primordial black holes. The nature of the excess events can be determined from the
redshift distribution of the merger rate.
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The discovery of gravitational waves from merging
pairs of massive black holes [1–4] has opened a new win-
dow to the astrophysics of black holes, their formation,
and cosmic evolution. Black holes of stellar masses have
been observed with LIGO [1–4] and supermassive black
holes in galaxies are expected to be detected by LISA
over the next couple of decades [5–7]. The sensitivity of
the next generation of ground-based gravitational wave
detectors is expected to improve by at least an order of
magnitude [8], thus allowing the detection of merging
black holes events out to the highest redshifts, poten-
tially exceeding the reach of electromagnetic observations
which respond to amplitude squared and not amplitude.

The expected rates of black hole mergers has been cal-
culated based on the number and properties of the few
events discovered to-date (see, e.g. [9–11]). The rate
depends on a multitude of factors: black holes must be
formed and they must find a way to get close enough so
that gravitational waves can take-over as the dominant
energy loss mechanism. The redshift distribution encodes
information about the origin of black hole pairs. If black
holes originate from massive stellar progenitors then the
redshift distribution should relate to the formation, ac-
cretion, and cooling of gas in galaxies. If on the other
hand the black holes are primordial [12–16], then the
redshirt distribution will extend to earlier cosmic times
due to primordial binaries [17].

A key di↵erence between these two scenarios is that in
the case of a baryonic origin, black holes must form out of
cold gas, which accreted into a dark matter gravitational
potential well, and then cooled to form black hole pro-
genitors. This path follows the abundance of appropriate
potential wells.

In this letter we calculate the maximum redshift of ex-
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pected black hole merger events that have baryonic ori-
gin in the standard cosmological model. That is, the
black holes are formed in galaxies as opposed to primor-
dial black holes, or black holes that are formed in non-
standard cosmological scenarios, e.g., cosmologies with
a significant non-Gaussianity in the primordial density
fluctuations of the dark matter.

The significance of this calculation is two-fold: first, it
defines a maximum redshift over which baryonic struc-
tures can form, and second any detection above the
derived bound will signify the presence of either non-
Gaussianities that control the formation of baryonic
structures at unexpectedly high redshifts, or that black
hole events may be due to primordial black holes.

In the following we make two key assumptions in the
derivation of a maximum redshift of baryonic black hole
gravitational wave events. First, we conservatively as-
sume that black hole pairs merge instantaneously, i.e.,
there is no time lag between the formation of black holes,
the evolution of the binary and the subsequent sequence
of events that leads to a merger. Second, we conserva-
tively assume that all gas accreted in dark matter halos
end up in stars that end up in black holes. Realistically,
both of these assumptions are vastly optimistic. How-
ever, their application guarantees that the derived max-
imum redshift is indeed a very hard limit and thus any
observation that violates this bound will be of enormous
scientific significance.

We begin by calculating the number of observed grav-
itational wave events per year greater than redshift z as
the integral of the rate of black hole mergers per redshift
interval

N (> z) =

Z 1

z

dR
dz

dz, (1)

where dR/dz is the rate of merger events per redshift
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Ṁg(M, z)

2mBH
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dz
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Here, dN/dMdV is the comoving density of dark matter
halos of mass M at redshift z, CNG(M, z) is a correction
to the mass function in the case where non-Gaussianity
is present (with CNG(M, z) = 1 in the standard ⇤CDM
cosmology), Ṁg(M, z) is the rate of accreted gas in halos
of mass M at z, h✏(M, z)i is the e�ciency of converting
gas to black holes of mass mBH, dV/dz is the comoving
volume per redshift interval and the (1 + z) factor in
the denominator is to convert the rest frame rate to the
observed rate.

The integral in Equation (2) is performed from a min-
imum halo mass Mmin(z) to infinity. Throughout the
paper we use a cosmological model with a power spec-
trum with a spectral index ns = 0.967, a normaliza-
tion �8 = 0.81, a present value of the Hubble param-
eter H0 = 70.4km/s/Mpc and dark matter, baryonic
and cosmological constant mass density parameters of
⌦DM = 0.226, ⌦b = 0.0455, and ⌦⇤ = 0.728, respec-
tively [18].

We next explain how we calculate each of these quan-
tities. The expected number of gravitational wave events
depends strongly on the halo mass function which de-
clines exponentially at high redshifts for Gaussian fluctu-
ations. Figure 1 shows the mass function at high redshifts
from 15 di↵erent numerical simulations [19–31]. The only
results that are valid at the high redshifts we consider
here are the ones of [25, 26, 29]. The halo masses of
interest at these high redshifts correspond to extremely
rare peaks. The abundance of halos is roughly bounded
by two functional forms – the analytic form of Press-
Schecter [31] (red curve in Figure 1) gives the lowest num-
ber of halos while the ellipsoidal collapse model of Sheth,
Mo & Tormen [30] gives the maximum (blue curve in
Figure 1). All other mass functions, including the more
realistic results in [25, 26, 29] lie in between these two
analytic forms.

The presence of a non-Gaussianity in the initial condi-
tions can alter the abundance of dark matter halos, espe-
cially in the exponential tail of the mass function (which
is the regime of interest here). We therefore modify the
mass function to include such features by assuming that
the non-Gaussian mass function is the product of the
Gaussian mass function multiplied by a correction fac-
tor [32] that describes fNL cosmologies [34–37] (though
it is important to emphasize that fNL is just one possible
parametrization of non-Gaussianities),
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FIG. 1: Halo mass functions at z =20, 30, 40 & 50.
At each redshift the multiple grey lines correspond to the
mass functions derived in Refs. [19–29]. The red line corre-
sponds to the Press-Schecter mass function [31] while the blue
line corresponds to the Sheth, Mo & Tormen mass function
[30]. At each redshift, the range of mass function values is
bounded roughly by these two analytic mass functions. The
dashed blue lines correspond to the Sheth, Mo & Tormen
mass function with a correction [32] for a cosmology with a
non-Gaussianity parameter fNL = 43 [33].

Tormen mass function [30], modified to include the e↵ects
of fNL non-Gaussianities [33] is shown in Figure 1 as the
blue dashed curve. We consider this modified mass func-
tion to represent the maximum abundance of dark mat-
ter halos (repeating the calculations for cosmologies with
gNL or ⌧NL within the current limits [33] leads to smaller
e↵ects than the e↵ects from the current uncertainties in
fNL).
It is also important to note that the mass function

depends on the normalization of the power spectrum;
however, the current percent-level uncertainty of �8 is
negligible for our purposes.
The quantity Ṁb(M, z)) represents the rate of gas in-

flow in halos of mass M at z. It has been predicted in
simple theoretical grounds [38] and has been measured
in hydrodynamical simulations at high redshift [39, 40].
We adopt the maximum gas accretion rate [40],

Ṁg(M, z) ⇡ 10�3
M�yr
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where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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Tormen mass function [30], modified to include the e↵ects
of fNL non-Gaussianities [33] is shown in Figure 1 as the
blue dashed curve. We consider this modified mass func-
tion to represent the maximum abundance of dark mat-
ter halos (repeating the calculations for cosmologies with
gNL or ⌧NL within the current limits [33] leads to smaller
e↵ects than the e↵ects from the current uncertainties in
fNL).
It is also important to note that the mass function
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where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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FIG. 3: The number of gravitational wave events of mBH =
30M� black hole pairs originating from redshifts greater than
z (Equation 1) as a function of redshift. The blue curve cor-
responds to the upper limit on the halo mass function [30], a
low value of Mmin (i.e., ignoring the e↵ects of a relative speed
between dark matter and baryons [44]) and a high value of
gas accretion [40]. The dashed blue curve makes the same as-
sumptions as above, but with a modified mass function that
includes a correction corresponding to non-Gaussianity with
fNL = 43 [33]. The red curve assumes the lower limit on the
mass function [31], a large minimum mass (assuming relative
velocities between baryons and dark matter [44]) and a low
gas accretion rate [39]. The shaded area represents everything
in between these two extreme cases. The two vertical lines
correspond to the 5� and 10� sensitivity to mBH = 30M�
black hole pairs with the future gravitational wave detector,
Cosmic Explorer [8].

a truly hard bound that cannot be violated unless some-
thing very drastically di↵erent takes place at high red-
shifts.

The aforementioned assumptions can be relaxed and in
some cases it is easy to read o↵ the e↵ect on the result (as
the vertical axis is a scalable quantity). For example, if
all accreted gas ends up in black holes of mass of mBH =
10M� (instead of 30M�) then the solid curves in Figure 3
simply move up by a factor of 3. If on the other hand only
a fraction of 0.1% of gas ends in black holes of mBH =
30M� then the result of Figure 3 moves down by a factor
of 10�3.

In addition, the assumption of a ��function mass spec-
trum of black holes is not realistic. A range of black hole
masses is most likely present. The e↵ects of such an
assumption have been studied in the context of explain-
ing the current rate of observed black hole merger events
with LIGO [48–55]. In our case, such a black hole mass
function will alter the shape of N (z), but the e↵ect on
zmax is negligible since the factors that give rise to the
cuto↵ remain as discussed earlier (namely the shape of
the halo mass function and the decline in gas infall at
high redshifts).
The prediction of a maximum redshift for black hole

merger events can be tested with future gravitational
wave detectors. In particular, Cosmic Explorer [8] will
have the ability to detect events at these very high red-
shifts. Given the current design capabilities, Cosmic Ex-
plorer will be able to detect the merger of 30M� black
hole pairs at 10� significance out to redshift of z ⇡ 36
and at 5� significance to redshift z ⇡ 44 [8]. These two
limits are shown as vertical dashed lines in Figure 3.
Any detection of an event rate greater than once a year

from a redshift greater than zmax ⇡ 40 will have major
implications for cosmology. It would mean that either
structure formation is not proceeding in the way that is
currently envisioned, or that black hole mergers are due
to some exotic phenomenon. Two such possibilities ex-
ist: a strange non-Gaussianity that is not parametrized
in terms of fNL (e.g., decay of cosmic strings [56]), or
from the merger of primordial black holes [17]. The lat-
ter idea has received considerable attention recently in
light of the spectacular detection of gravitational waves
by LIGO; however at present it seems that other astro-
physical constraints make such a possibility less likely
[57–65]. Nevertheless, if events with redshifts greater
than zmax ⇡ 40 appear with rates greater than once per
year, it may still be possible to disentangle their origin
by looking at their redshift distribution as the exact de-
pendence on redshift will be sensitive to the abundance
of primordial binaries.
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Future generation of gravitational wave detectors will have the sensitivity to detect gravitational
wave events at redshifts far beyond any detectable electromagnetic sources. We show that if the
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The discovery of gravitational waves from merging
pairs of massive black holes [1–4] has opened a new win-
dow to the astrophysics of black holes, their formation,
and cosmic evolution. Black holes of stellar masses have
been observed with LIGO [1–4] and supermassive black
holes in galaxies are expected to be detected by LISA
over the next couple of decades [5–7]. The sensitivity of
the next generation of ground-based gravitational wave
detectors is expected to improve by at least an order of
magnitude [8], thus allowing the detection of merging
black holes events out to the highest redshifts, poten-
tially exceeding the reach of electromagnetic observations
which respond to amplitude squared and not amplitude.

The expected rates of black hole mergers has been cal-
culated based on the number and properties of the few
events discovered to-date (see, e.g. [9–11]). The rate
depends on a multitude of factors: black holes must be
formed and they must find a way to get close enough so
that gravitational waves can take-over as the dominant
energy loss mechanism. The redshift distribution encodes
information about the origin of black hole pairs. If black
holes originate from massive stellar progenitors then the
redshift distribution should relate to the formation, ac-
cretion, and cooling of gas in galaxies. If on the other
hand the black holes are primordial [12–16], then the
redshirt distribution will extend to earlier cosmic times
due to primordial binaries [17].

A key di↵erence between these two scenarios is that in
the case of a baryonic origin, black holes must form out of
cold gas, which accreted into a dark matter gravitational
potential well, and then cooled to form black hole pro-
genitors. This path follows the abundance of appropriate
potential wells.

In this letter we calculate the maximum redshift of ex-

⇤Electronic address: koushiappas@brown.edu
†Electronic address: loeb@cfa.harvard.edu

pected black hole merger events that have baryonic ori-
gin in the standard cosmological model. That is, the
black holes are formed in galaxies as opposed to primor-
dial black holes, or black holes that are formed in non-
standard cosmological scenarios, e.g., cosmologies with
a significant non-Gaussianity in the primordial density
fluctuations of the dark matter.

The significance of this calculation is two-fold: first, it
defines a maximum redshift over which baryonic struc-
tures can form, and second any detection above the
derived bound will signify the presence of either non-
Gaussianities that control the formation of baryonic
structures at unexpectedly high redshifts, or that black
hole events may be due to primordial black holes.

In the following we make two key assumptions in the
derivation of a maximum redshift of baryonic black hole
gravitational wave events. First, we conservatively as-
sume that black hole pairs merge instantaneously, i.e.,
there is no time lag between the formation of black holes,
the evolution of the binary and the subsequent sequence
of events that leads to a merger. Second, we conserva-
tively assume that all gas accreted in dark matter halos
end up in stars that end up in black holes. Realistically,
both of these assumptions are vastly optimistic. How-
ever, their application guarantees that the derived max-
imum redshift is indeed a very hard limit and thus any
observation that violates this bound will be of enormous
scientific significance.

We begin by calculating the number of observed grav-
itational wave events per year greater than redshift z as
the integral of the rate of black hole mergers per redshift
interval

N (> z) =

Z 1

z

dR
dz

dz, (1)

where dR/dz is the rate of merger events per redshift

2

interval,

dR
dz

⌘
Z 1

Mmin(z)

dN

dMdV
CNG(M, z)

⇥ h✏(M, z)i
(1 + z)

Ṁg(M, z)

2mBH

dV

dz
dM. (2)

Here, dN/dMdV is the comoving density of dark matter
halos of mass M at redshift z, CNG(M, z) is a correction
to the mass function in the case where non-Gaussianity
is present (with CNG(M, z) = 1 in the standard ⇤CDM
cosmology), Ṁg(M, z) is the rate of accreted gas in halos
of mass M at z, h✏(M, z)i is the e�ciency of converting
gas to black holes of mass mBH, dV/dz is the comoving
volume per redshift interval and the (1 + z) factor in
the denominator is to convert the rest frame rate to the
observed rate.

The integral in Equation (2) is performed from a min-
imum halo mass Mmin(z) to infinity. Throughout the
paper we use a cosmological model with a power spec-
trum with a spectral index ns = 0.967, a normaliza-
tion �8 = 0.81, a present value of the Hubble param-
eter H0 = 70.4km/s/Mpc and dark matter, baryonic
and cosmological constant mass density parameters of
⌦DM = 0.226, ⌦b = 0.0455, and ⌦⇤ = 0.728, respec-
tively [18].

We next explain how we calculate each of these quan-
tities. The expected number of gravitational wave events
depends strongly on the halo mass function which de-
clines exponentially at high redshifts for Gaussian fluctu-
ations. Figure 1 shows the mass function at high redshifts
from 15 di↵erent numerical simulations [19–31]. The only
results that are valid at the high redshifts we consider
here are the ones of [25, 26, 29]. The halo masses of
interest at these high redshifts correspond to extremely
rare peaks. The abundance of halos is roughly bounded
by two functional forms – the analytic form of Press-
Schecter [31] (red curve in Figure 1) gives the lowest num-
ber of halos while the ellipsoidal collapse model of Sheth,
Mo & Tormen [30] gives the maximum (blue curve in
Figure 1). All other mass functions, including the more
realistic results in [25, 26, 29] lie in between these two
analytic forms.

The presence of a non-Gaussianity in the initial condi-
tions can alter the abundance of dark matter halos, espe-
cially in the exponential tail of the mass function (which
is the regime of interest here). We therefore modify the
mass function to include such features by assuming that
the non-Gaussian mass function is the product of the
Gaussian mass function multiplied by a correction fac-
tor [32] that describes fNL cosmologies [34–37] (though
it is important to emphasize that fNL is just one possible
parametrization of non-Gaussianities),

CNG(M) =


�
2

c

6�

dS3

d ln�(M)
+�

�
exp

✓
S3�

3

c

6�2(M)

◆
. (3)

Here, � ⌘
p

1� �cS3/3, �c = 1.686
p
a, with a = 0.9,

and S3 = 3.15 ⇥ 10�4
fNL/�

0.838(M). The Sheth-Mo-

FIG. 1: Halo mass functions at z =20, 30, 40 & 50.
At each redshift the multiple grey lines correspond to the
mass functions derived in Refs. [19–29]. The red line corre-
sponds to the Press-Schecter mass function [31] while the blue
line corresponds to the Sheth, Mo & Tormen mass function
[30]. At each redshift, the range of mass function values is
bounded roughly by these two analytic mass functions. The
dashed blue lines correspond to the Sheth, Mo & Tormen
mass function with a correction [32] for a cosmology with a
non-Gaussianity parameter fNL = 43 [33].

Tormen mass function [30], modified to include the e↵ects
of fNL non-Gaussianities [33] is shown in Figure 1 as the
blue dashed curve. We consider this modified mass func-
tion to represent the maximum abundance of dark mat-
ter halos (repeating the calculations for cosmologies with
gNL or ⌧NL within the current limits [33] leads to smaller
e↵ects than the e↵ects from the current uncertainties in
fNL).
It is also important to note that the mass function

depends on the normalization of the power spectrum;
however, the current percent-level uncertainty of �8 is
negligible for our purposes.
The quantity Ṁb(M, z)) represents the rate of gas in-

flow in halos of mass M at z. It has been predicted in
simple theoretical grounds [38] and has been measured
in hydrodynamical simulations at high redshift [39, 40].
We adopt the maximum gas accretion rate [40],

Ṁg(M, z) ⇡ 10�3
M�yr

�1

✓
M

106M�

◆1.127 ✓1 + z

20

◆⌘

,

(4)
where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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the non-Gaussian mass function is the product of the
Gaussian mass function multiplied by a correction fac-
tor [32] that describes fNL cosmologies [34–37] (though
it is important to emphasize that fNL is just one possible
parametrization of non-Gaussianities),
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FIG. 1: Halo mass functions at z =20, 30, 40 & 50.
At each redshift the multiple grey lines correspond to the
mass functions derived in Refs. [19–29]. The red line corre-
sponds to the Press-Schecter mass function [31] while the blue
line corresponds to the Sheth, Mo & Tormen mass function
[30]. At each redshift, the range of mass function values is
bounded roughly by these two analytic mass functions. The
dashed blue lines correspond to the Sheth, Mo & Tormen
mass function with a correction [32] for a cosmology with a
non-Gaussianity parameter fNL = 43 [33].

Tormen mass function [30], modified to include the e↵ects
of fNL non-Gaussianities [33] is shown in Figure 1 as the
blue dashed curve. We consider this modified mass func-
tion to represent the maximum abundance of dark mat-
ter halos (repeating the calculations for cosmologies with
gNL or ⌧NL within the current limits [33] leads to smaller
e↵ects than the e↵ects from the current uncertainties in
fNL).
It is also important to note that the mass function

depends on the normalization of the power spectrum;
however, the current percent-level uncertainty of �8 is
negligible for our purposes.
The quantity Ṁb(M, z)) represents the rate of gas in-

flow in halos of mass M at z. It has been predicted in
simple theoretical grounds [38] and has been measured
in hydrodynamical simulations at high redshift [39, 40].
We adopt the maximum gas accretion rate [40],

Ṁg(M, z) ⇡ 10�3
M�yr
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where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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g
in
units

of
M

� yr �
1
, from

10 �
1
�
10 �

1
5
(in

declining
factors

of
ten

from
left

to
right).

T
hin

lines

correspond
to

the
analytic

prediction
of
[43] w

hile
thick

lines
are

the
num

erical results
of [40].

T
he

contours
show

that
at
redshifts

z 
30

the
gas

infall rate
increases

w
ith

m
ass, and

that
for

a
fixed

m
ass

it
decreases

w
ith

increas-

ing
redshift

at
z ⇡

30.

A
t
each

redshift
z,

w
e
integrate

E
quation

2
from

M
m
in (z)

to
infinity.

T
he

low
er

m
ass

lim
it
of

the
inte-

gral,
M

m
in (z), is

the
m
inim

um
halo

m
ass

in
w
hich

stars

can
form

.
T
his

is
set

by
the

requirem
ent

of the
form

ation

of m
olecular

hydrogen
[45, 46].

R
ecently, it

has
been

ar-

gued
that

the
tight

coupling
of baryons

to
photons

prior

to
recom

bination
gives

rise
to
a
velocity

com
ponent

that

becom
es

im
portant

once
baryons

decouple
[47].

F
igure

2
show

s
this

e↵ect
on

the
m
inim

um
m
ass:

the
thin

solid

black
curve

is
the

standard
case

w
here

baryons
are

as-

sum
ed

to
follow

dark
m
atter, w

hile
the

thick
solid

black

curve
corresponds

to
the

num
erical results

of
[44] w

here

there
is
a
velocity

di↵erence
betw

een
dark

m
atter

and

baryons.

Since
the

m
inim

um
m
ass

of
m
olecular

hydrogen
cool-

ing
is
roughly

constant
w
ith

redshift,
star

form
ation

is

severely
suppressed

at
increasing

redshifts
for

tw
o
rea-

sons:
the

m
inim

um
m
ass

corresponds
to

extrem
ely

rare

peaks
in

the
density

field
(see

dashed
grey

lines
in

F
ig-

ure
2
that

show
the

rarity
of
m
ass

scales
as

a
function

of
redshift)

w
hile

at
the

sam
e
tim

e
the

rate
of
gas

infall

decreases
rapidly.

T
he

com
bination

of
these

tw
o
e↵ects

introduces
a
sharp

cuto↵
to

the
abundance

of
stars

be-

yond
z ⇡

40.

Integrating
the

rate
of m

erger events (E
quation

2) from

redshift
z
to
infinity

gives
the

total num
ber

of events
per

year
greater

than
redshift

z
(E
quation

1).
F
igure

3
show

s

the
result

of this
calculation.

T
he

blue
curve

corresponds

to
the

m
axim

al m
ass

function
[30], a

low
er
M

m
in
(i.e., ig-

noring
the

suppressing
e↵ects

of a
relative

speed
betw

een

dark
m
atter

and
baryons

[44]), and
the

m
axim

al value
of

gas accretion
[40].

T
he

dashed
blue

curve
m
akes the

sam
e

assum
ptions

as
above, but

w
ith

a
m
odified

m
ass

function

that
includes

a
correction

ow
ing

to
the

presence
of
non-

G
aussianity

at
the

current
upper

bound
of

f
N
L

=
43

[33].
T
he

red
curve

is
the

opposite
of the

aforem
entioned

case, w
here

the
m
ass

function
assum

ed
is
at
its

m
inim

um

[31], the
m
inim

um
m
ass

is
the

largest
(including

relative

velocities
betw

een
baryons

and
dark

m
atter

[44])
and

a

low
gas

accretion
rate

[39].
T
he

shaded
area

represents

everything
in
betw

een
these

tw
o
extrem

e
cases.

W
e
define

the
m
axim

um
redshift

z
m
a
x such

that the
ob-

served
event

rate
is N

(z
=
z
m
a
x )
=
1
yr �

1
.
W
e
find

that

the
m
axim

um
redshift

of
expected

gravitational
w
ave

events
cannot

exceed
z
m
a
x ⇡

40.
A
ll
assum

ptions
lead-

ing
to
this

result
are

such
so

that
the

m
axim

um
redshift

is
m
axim

ized:
largest

abundance
of
halos

(even
includ-

ing
current

lim
its

on
non-G

aussianity), low
est

m
inim

um

m
ass

for
the

form
ation

of stars
in
halos

at
high

redshifts,

the
assum

ed
gas

infall
in

halos
is
the

m
axim

um
m
ea-

sured
in

num
erical

sim
ulations,

all
stars

form
ed

in
all

halos
end

up
in
black

hole
pairs

and
all black

hole
pairs

m
erge

instantaneously.
T
his

confluence
of

m
axim

izing

all assum
ptions

m
akes

the
result

that
the

m
axim

um
red-

shift
of expected

gravitational w
ave

sources
of
z
m
a
x ⇡

40

Koushiappas & Loeb, arXiv:1708.07380



Koushiappas & Loeb, arXiv:1708.07380

Rate of black hole merger events


Maximum redshift of gravitational wave merger events

Savvas M. Koushiappas⇤

Department of Physics, Brown University, 182 Hope St., Providence, Rhode Island 02912, USA and

Institute for Theory and Computation, Harvard University,

60 Garden Street, Cambridge, Massachusetts, 02138, USA

Abraham Loeb†

Astronomy Department, Harvard University, 60 Garden Street, Cambridge, Massachusetts, 02138, USA

(Dated: October 22, 2017)

Future generation of gravitational wave detectors will have the sensitivity to detect gravitational
wave events at redshifts far beyond any detectable electromagnetic sources. We show that if the
observed event rate is greater than one event per year at redshifts z � 40, then the probability
distribution of primordial density fluctuations must be significantly non-Gaussian or the events
originate from primordial black holes. The nature of the excess events can be determined from the
redshift distribution of the merger rate.

PACS numbers: 95.35.+d, 98.80.-k, 04.30.Db, 04.30.?w

The discovery of gravitational waves from merging
pairs of massive black holes [1–4] has opened a new win-
dow to the astrophysics of black holes, their formation,
and cosmic evolution. Black holes of stellar masses have
been observed with LIGO [1–4] and supermassive black
holes in galaxies are expected to be detected by LISA
over the next couple of decades [5–7]. The sensitivity of
the next generation of ground-based gravitational wave
detectors is expected to improve by at least an order of
magnitude [8], thus allowing the detection of merging
black holes events out to the highest redshifts, poten-
tially exceeding the reach of electromagnetic observations
which respond to amplitude squared and not amplitude.

The expected rates of black hole mergers has been cal-
culated based on the number and properties of the few
events discovered to-date (see, e.g. [9–11]). The rate
depends on a multitude of factors: black holes must be
formed and they must find a way to get close enough so
that gravitational waves can take-over as the dominant
energy loss mechanism. The redshift distribution encodes
information about the origin of black hole pairs. If black
holes originate from massive stellar progenitors then the
redshift distribution should relate to the formation, ac-
cretion, and cooling of gas in galaxies. If on the other
hand the black holes are primordial [12–16], then the
redshirt distribution will extend to earlier cosmic times
due to primordial binaries [17].

A key di↵erence between these two scenarios is that in
the case of a baryonic origin, black holes must form out of
cold gas, which accreted into a dark matter gravitational
potential well, and then cooled to form black hole pro-
genitors. This path follows the abundance of appropriate
potential wells.

In this letter we calculate the maximum redshift of ex-

⇤Electronic address: koushiappas@brown.edu
†Electronic address: loeb@cfa.harvard.edu

pected black hole merger events that have baryonic ori-
gin in the standard cosmological model. That is, the
black holes are formed in galaxies as opposed to primor-
dial black holes, or black holes that are formed in non-
standard cosmological scenarios, e.g., cosmologies with
a significant non-Gaussianity in the primordial density
fluctuations of the dark matter.

The significance of this calculation is two-fold: first, it
defines a maximum redshift over which baryonic struc-
tures can form, and second any detection above the
derived bound will signify the presence of either non-
Gaussianities that control the formation of baryonic
structures at unexpectedly high redshifts, or that black
hole events may be due to primordial black holes.

In the following we make two key assumptions in the
derivation of a maximum redshift of baryonic black hole
gravitational wave events. First, we conservatively as-
sume that black hole pairs merge instantaneously, i.e.,
there is no time lag between the formation of black holes,
the evolution of the binary and the subsequent sequence
of events that leads to a merger. Second, we conserva-
tively assume that all gas accreted in dark matter halos
end up in stars that end up in black holes. Realistically,
both of these assumptions are vastly optimistic. How-
ever, their application guarantees that the derived max-
imum redshift is indeed a very hard limit and thus any
observation that violates this bound will be of enormous
scientific significance.

We begin by calculating the number of observed grav-
itational wave events per year greater than redshift z as
the integral of the rate of black hole mergers per redshift
interval

N (> z) =

Z 1

z

dR
dz

dz, (1)

where dR/dz is the rate of merger events per redshift

2

interval,

dR
dz

⌘
Z 1

Mmin(z)

dN

dMdV
CNG(M, z)

⇥ h✏(M, z)i
(1 + z)

Ṁg(M, z)

2mBH

dV

dz
dM. (2)

Here, dN/dMdV is the comoving density of dark matter
halos of mass M at redshift z, CNG(M, z) is a correction
to the mass function in the case where non-Gaussianity
is present (with CNG(M, z) = 1 in the standard ⇤CDM
cosmology), Ṁg(M, z) is the rate of accreted gas in halos
of mass M at z, h✏(M, z)i is the e�ciency of converting
gas to black holes of mass mBH, dV/dz is the comoving
volume per redshift interval and the (1 + z) factor in
the denominator is to convert the rest frame rate to the
observed rate.

The integral in Equation (2) is performed from a min-
imum halo mass Mmin(z) to infinity. Throughout the
paper we use a cosmological model with a power spec-
trum with a spectral index ns = 0.967, a normaliza-
tion �8 = 0.81, a present value of the Hubble param-
eter H0 = 70.4km/s/Mpc and dark matter, baryonic
and cosmological constant mass density parameters of
⌦DM = 0.226, ⌦b = 0.0455, and ⌦⇤ = 0.728, respec-
tively [18].

We next explain how we calculate each of these quan-
tities. The expected number of gravitational wave events
depends strongly on the halo mass function which de-
clines exponentially at high redshifts for Gaussian fluctu-
ations. Figure 1 shows the mass function at high redshifts
from 15 di↵erent numerical simulations [19–31]. The only
results that are valid at the high redshifts we consider
here are the ones of [25, 26, 29]. The halo masses of
interest at these high redshifts correspond to extremely
rare peaks. The abundance of halos is roughly bounded
by two functional forms – the analytic form of Press-
Schecter [31] (red curve in Figure 1) gives the lowest num-
ber of halos while the ellipsoidal collapse model of Sheth,
Mo & Tormen [30] gives the maximum (blue curve in
Figure 1). All other mass functions, including the more
realistic results in [25, 26, 29] lie in between these two
analytic forms.

The presence of a non-Gaussianity in the initial condi-
tions can alter the abundance of dark matter halos, espe-
cially in the exponential tail of the mass function (which
is the regime of interest here). We therefore modify the
mass function to include such features by assuming that
the non-Gaussian mass function is the product of the
Gaussian mass function multiplied by a correction fac-
tor [32] that describes fNL cosmologies [34–37] (though
it is important to emphasize that fNL is just one possible
parametrization of non-Gaussianities),
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FIG. 1: Halo mass functions at z =20, 30, 40 & 50.
At each redshift the multiple grey lines correspond to the
mass functions derived in Refs. [19–29]. The red line corre-
sponds to the Press-Schecter mass function [31] while the blue
line corresponds to the Sheth, Mo & Tormen mass function
[30]. At each redshift, the range of mass function values is
bounded roughly by these two analytic mass functions. The
dashed blue lines correspond to the Sheth, Mo & Tormen
mass function with a correction [32] for a cosmology with a
non-Gaussianity parameter fNL = 43 [33].

Tormen mass function [30], modified to include the e↵ects
of fNL non-Gaussianities [33] is shown in Figure 1 as the
blue dashed curve. We consider this modified mass func-
tion to represent the maximum abundance of dark mat-
ter halos (repeating the calculations for cosmologies with
gNL or ⌧NL within the current limits [33] leads to smaller
e↵ects than the e↵ects from the current uncertainties in
fNL).
It is also important to note that the mass function

depends on the normalization of the power spectrum;
however, the current percent-level uncertainty of �8 is
negligible for our purposes.
The quantity Ṁb(M, z)) represents the rate of gas in-

flow in halos of mass M at z. It has been predicted in
simple theoretical grounds [38] and has been measured
in hydrodynamical simulations at high redshift [39, 40].
We adopt the maximum gas accretion rate [40],

Ṁg(M, z) ⇡ 10�3
M�yr

�1

✓
M

106M�

◆1.127 ✓1 + z

20

◆⌘

,

(4)
where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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Here, dN/dMdV is the comoving density of dark matter
halos of mass M at redshift z, CNG(M, z) is a correction
to the mass function in the case where non-Gaussianity
is present (with CNG(M, z) = 1 in the standard ⇤CDM
cosmology), Ṁg(M, z) is the rate of accreted gas in halos
of mass M at z, h✏(M, z)i is the e�ciency of converting
gas to black holes of mass mBH, dV/dz is the comoving
volume per redshift interval and the (1 + z) factor in
the denominator is to convert the rest frame rate to the
observed rate.

The integral in Equation (2) is performed from a min-
imum halo mass Mmin(z) to infinity. Throughout the
paper we use a cosmological model with a power spec-
trum with a spectral index ns = 0.967, a normaliza-
tion �8 = 0.81, a present value of the Hubble param-
eter H0 = 70.4km/s/Mpc and dark matter, baryonic
and cosmological constant mass density parameters of
⌦DM = 0.226, ⌦b = 0.0455, and ⌦⇤ = 0.728, respec-
tively [18].

We next explain how we calculate each of these quan-
tities. The expected number of gravitational wave events
depends strongly on the halo mass function which de-
clines exponentially at high redshifts for Gaussian fluctu-
ations. Figure 1 shows the mass function at high redshifts
from 15 di↵erent numerical simulations [19–31]. The only
results that are valid at the high redshifts we consider
here are the ones of [25, 26, 29]. The halo masses of
interest at these high redshifts correspond to extremely
rare peaks. The abundance of halos is roughly bounded
by two functional forms – the analytic form of Press-
Schecter [31] (red curve in Figure 1) gives the lowest num-
ber of halos while the ellipsoidal collapse model of Sheth,
Mo & Tormen [30] gives the maximum (blue curve in
Figure 1). All other mass functions, including the more
realistic results in [25, 26, 29] lie in between these two
analytic forms.

The presence of a non-Gaussianity in the initial condi-
tions can alter the abundance of dark matter halos, espe-
cially in the exponential tail of the mass function (which
is the regime of interest here). We therefore modify the
mass function to include such features by assuming that
the non-Gaussian mass function is the product of the
Gaussian mass function multiplied by a correction fac-
tor [32] that describes fNL cosmologies [34–37] (though
it is important to emphasize that fNL is just one possible
parametrization of non-Gaussianities),
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FIG. 1: Halo mass functions at z =20, 30, 40 & 50.
At each redshift the multiple grey lines correspond to the
mass functions derived in Refs. [19–29]. The red line corre-
sponds to the Press-Schecter mass function [31] while the blue
line corresponds to the Sheth, Mo & Tormen mass function
[30]. At each redshift, the range of mass function values is
bounded roughly by these two analytic mass functions. The
dashed blue lines correspond to the Sheth, Mo & Tormen
mass function with a correction [32] for a cosmology with a
non-Gaussianity parameter fNL = 43 [33].

Tormen mass function [30], modified to include the e↵ects
of fNL non-Gaussianities [33] is shown in Figure 1 as the
blue dashed curve. We consider this modified mass func-
tion to represent the maximum abundance of dark mat-
ter halos (repeating the calculations for cosmologies with
gNL or ⌧NL within the current limits [33] leads to smaller
e↵ects than the e↵ects from the current uncertainties in
fNL).
It is also important to note that the mass function

depends on the normalization of the power spectrum;
however, the current percent-level uncertainty of �8 is
negligible for our purposes.
The quantity Ṁb(M, z)) represents the rate of gas in-

flow in halos of mass M at z. It has been predicted in
simple theoretical grounds [38] and has been measured
in hydrodynamical simulations at high redshift [39, 40].
We adopt the maximum gas accretion rate [40],

Ṁg(M, z) ⇡ 10�3
M�yr

�1

✓
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106M�
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20
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,

(4)
where ⌘ = 2.5. Assuming a gas accretion rate as given
in [39] results in a rate that is only slightly smaller (see
Figure 2). If on the other hand we assume that the red-
shift dependence is steeper (i.e., ⌘ > 2.5) as suggested by
high-redshift studies of the growth rate of halos [41, 42],
the gas accretion rate can be higher, however the fallo↵
at high redshift becomes much steeper. Both of these
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H. Veermäe, Phys. Rev. D 96, 023514 (2017), 1705.05567.

[50] J. e. Bernal, N. Bellomo, A. Raccanelli, and L. Verde,
ArXiv e-prints (2017), 1709.07465.

[51] I. Cholis, E. D. Kovetz, Y. Ali-Häımoud, S. Bird,
M. Kamionkowski, J. B. Muñoz, and A. Raccanelli,
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FIG. 2: Red contours depict the quantity
log

10
[h✏(M, z)iṀg/M�yr

�1], i.e., the logarithm of the
mass accretion rate of gas that makes black holes in halos
of mass M at redshift z. The values of the contours are
from 10�1 � 10�10 in factors of 10 from left to right. Thick
contours correspond to the simulated gas accretion rate of
[40], thin contours correspond to the analytic prediction of
[43]. The dashed grey curves show the number of standard
deviations that correspond to the fluctuations of the power
spectrum that give rise to halos of mass M at z. Black
lines correspond to the minimum halo mass for molecular
hydrogen cooling. The thick black solid line corresponds to
the simulation results of [44] in the case where streaming
velocities of gas are included in the calculation of gas cooling,
while the thin solid black line corresponds to the minimum
mass when relative motion between gas and dark matter is
not considered (see [44]). By redshift z ⇡ 40 the rate of
infalling gas decreases dramatically, while at the same time
the minimum mass of a halo that can harbor star formation
corresponds to extremely rare density peaks.

assumptions have negligible e↵ects to the scope of this
paper.

The quantity h✏(M, z)i represents the fraction of in-
falling gas that turns into black holes. In order to com-
pute an extremely conservative upper bound on the num-
ber of black holes, we assume that all stars formed out
of infalling gas will be converted to black holes that will
merge within the Hubble time at z. We assume that
this function is bracketed from above by the ratio of
stellar mass to baryon mass in dark matter halos, i.e.,
h✏(M, z)i = Mstellar/M⌘, where ⌘ = ⌦b/⌦DM , is the
baryon fraction, and we assume the stellar mass as a
function of host halo mass and redshift is given by ex-
trapolating (beyond z ⇡ 8) the results of [20].

In Figure 2 we show the logarithm of the product
h✏(M, z)iṀg in units of M�yr�1, from 10�1 � 10�15 (in
declining factors of ten from left to right). Thin lines
correspond to the analytic prediction of [43] while thick
lines are the numerical results of [40]. The contours show

that at redshifts z  30 the gas infall rate increases with
mass, and that for a fixed mass it decreases with increas-
ing redshift at z ⇡ 30.
At each redshift z, we integrate Equation 2 from

Mmin(z) to infinity. The lower mass limit of the inte-
gral, Mmin(z), is the minimum halo mass in which stars
can form. This is set by the requirement of the formation
of molecular hydrogen [45, 46]. Recently, it has been ar-
gued that the tight coupling of baryons to photons prior
to recombination gives rise to a velocity component that
becomes important once baryons decouple [47]. Figure
2 shows this e↵ect on the minimum mass: the thin solid
black curve is the standard case where baryons are as-
sumed to follow dark matter, while the thick solid black
curve corresponds to the numerical results of [44] where
there is a velocity di↵erence between dark matter and
baryons.
Since the minimum mass of molecular hydrogen cool-

ing is roughly constant with redshift, star formation is
severely suppressed at increasing redshifts for two rea-
sons: the minimum mass corresponds to extremely rare
peaks in the density field (see dashed grey lines in Fig-
ure 2 that show the rarity of mass scales as a function
of redshift) while at the same time the rate of gas infall
decreases rapidly. The combination of these two e↵ects
introduces a sharp cuto↵ to the abundance of stars be-
yond z ⇡ 40.
Integrating the rate of merger events (Equation 2) from

redshift z to infinity gives the total number of events per
year greater than redshift z (Equation 1). Figure 3 shows
the result of this calculation. The blue curve corresponds
to the maximal mass function [30], a lower Mmin (i.e., ig-
noring the suppressing e↵ects of a relative speed between
dark matter and baryons [44]), and the maximal value of
gas accretion [40]. The dashed blue curve makes the same
assumptions as above, but with a modified mass function
that includes a correction owing to the presence of non-
Gaussianity at the current upper bound of fNL = 43
[33]. The red curve is the opposite of the aforementioned
case, where the mass function assumed is at its minimum
[31], the minimum mass is the largest (including relative
velocities between baryons and dark matter [44]) and a
low gas accretion rate [39]. The shaded area represents
everything in between these two extreme cases.
We define the maximum redshift zmax such that the ob-

served event rate is N (z = zmax) = 1 yr�1. We find that
the maximum redshift of expected gravitational wave
events cannot exceed zmax ⇡ 40. All assumptions lead-
ing to this result are such so that the maximum redshift
is maximized: largest abundance of halos (even includ-
ing current limits on non-Gaussianity), lowest minimum
mass for the formation of stars in halos at high redshifts,
the assumed gas infall in halos is the maximum mea-
sured in numerical simulations, all stars formed in all
halos end up in black hole pairs and all black hole pairs
merge instantaneously. This confluence of maximizing
all assumptions makes the result that the maximum red-
shift of expected gravitational wave sources of zmax ⇡ 40

Koushiappas & Loeb, arXiv:1708.07380
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The quantity h✏(M, z)i represents the fraction of in-
falling gas that turns into black holes. In order to com-
pute an extremely conservative upper bound on the num-
ber of black holes, we assume that all stars formed out
of infalling gas will be converted to black holes that will
merge within the Hubble time at z. We assume that
this function is bracketed from above by the ratio of
stellar mass to baryon mass in dark matter halos, i.e.,
h✏(M, z)i = Mstellar/M⌘, where ⌘ = ⌦b/⌦DM , is the
baryon fraction, and we assume the stellar mass as a
function of host halo mass and redshift is given by ex-
trapolating (beyond z ⇡ 8) the results of [20].

In Figure 2 we show the logarithm of the product
h✏(M, z)iṀg in units of M�yr�1, from 10�1 � 10�15 (in
declining factors of ten from left to right). Thin lines
correspond to the analytic prediction of [43] while thick
lines are the numerical results of [40]. The contours show

that at redshifts z  30 the gas infall rate increases with
mass, and that for a fixed mass it decreases with increas-
ing redshift at z ⇡ 30.
At each redshift z, we integrate Equation 2 from

Mmin(z) to infinity. The lower mass limit of the inte-
gral, Mmin(z), is the minimum halo mass in which stars
can form. This is set by the requirement of the formation
of molecular hydrogen [45, 46]. Recently, it has been ar-
gued that the tight coupling of baryons to photons prior
to recombination gives rise to a velocity component that
becomes important once baryons decouple [47]. Figure
2 shows this e↵ect on the minimum mass: the thin solid
black curve is the standard case where baryons are as-
sumed to follow dark matter, while the thick solid black
curve corresponds to the numerical results of [44] where
there is a velocity di↵erence between dark matter and
baryons.
Since the minimum mass of molecular hydrogen cool-

ing is roughly constant with redshift, star formation is
severely suppressed at increasing redshifts for two rea-
sons: the minimum mass corresponds to extremely rare
peaks in the density field (see dashed grey lines in Fig-
ure 2 that show the rarity of mass scales as a function
of redshift) while at the same time the rate of gas infall
decreases rapidly. The combination of these two e↵ects
introduces a sharp cuto↵ to the abundance of stars be-
yond z ⇡ 40.
Integrating the rate of merger events (Equation 2) from

redshift z to infinity gives the total number of events per
year greater than redshift z (Equation 1). Figure 3 shows
the result of this calculation. The blue curve corresponds
to the maximal mass function [30], a lower Mmin (i.e., ig-
noring the suppressing e↵ects of a relative speed between
dark matter and baryons [44]), and the maximal value of
gas accretion [40]. The dashed blue curve makes the same
assumptions as above, but with a modified mass function
that includes a correction owing to the presence of non-
Gaussianity at the current upper bound of fNL = 43
[33]. The red curve is the opposite of the aforementioned
case, where the mass function assumed is at its minimum
[31], the minimum mass is the largest (including relative
velocities between baryons and dark matter [44]) and a
low gas accretion rate [39]. The shaded area represents
everything in between these two extreme cases.
We define the maximum redshift zmax such that the ob-

served event rate is N (z = zmax) = 1 yr�1. We find that
the maximum redshift of expected gravitational wave
events cannot exceed zmax ⇡ 40. All assumptions lead-
ing to this result are such so that the maximum redshift
is maximized: largest abundance of halos (even includ-
ing current limits on non-Gaussianity), lowest minimum
mass for the formation of stars in halos at high redshifts,
the assumed gas infall in halos is the maximum mea-
sured in numerical simulations, all stars formed in all
halos end up in black hole pairs and all black hole pairs
merge instantaneously. This confluence of maximizing
all assumptions makes the result that the maximum red-
shift of expected gravitational wave sources of zmax ⇡ 40
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Future instruments could detect a system made of two 30 ⊙M  black holes, similar to the 
first system detected by LIGO [4], with a signal-to-noise ratio of 100 at z  =  10, thus capturing 
essentially all such mergers in the observable universe (see figure 4).

Nearby events would have even higher SNRs, allowing for exquisite tests of general rela-
tivity [91], and measurements of black-hole mass and spins with unprecedented precision. The 
possibility of observing black holes as far as they exist could give us a chance to observe the 
remnants of the first stars, and to explore dark ages of the Universe, from which galaxies and 
large-scale structure emerged.

Furthermore, future detectors may be able to observe GW from core-collapse supernovae, 
whose gravitational-wave signature is still uncertain [92, 93]. GWs provide the only way to 
probe the interior of supernovae, and could yield precious information on the explosion mech-
anism. Significant uncertainty exists on the efficiency of conversion of mass in gravitational-
wave energy, but even in the most optimistic scenario the sensitivity of existing GW detectors 
to core-collapse supernovae is of a few megaparsec [94]. A factor of ten more sensitive instru-
ments could dramatically change the chance of positive detections. In fact, while the rate of 
core-collapse supernovae is expected to be of the order of one per century in the Milky Way 
and the Magellanic clouds, it increases to  ∼2 per year within 20 Mpc [95, 96].

Figure 4. The maximum signal-to-noise ratio (SNR) for which GW detectors with the 
sensitivities shown in figures 1–3 would detect a system made of two black holes (each 
with an intrinsic mass 30 ⊙M ), as a function of redshift. Many systems of this sort will 
be detected at z  <  2 with an >SNR 100, enabling precision tests of gravity under the 
most extreme conditions.

This image is made available by IOP Publishing under a Creative Commons CC-BY 
3.0 license.  Any distribution of this image must maintain attribution to the author(s) 
and the title of the work, journal citation and DOI. Readers are free to re-use, share, 
amend, adapt or remix this image. All text in this article and any third party images are 
fully protected by copyright.
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infalling gas decreases dramatically, while at the same time
the minimum mass of a halo that can harbor star formation
corresponds to extremely rare density peaks.
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function of host halo mass and redshift is given by ex-
trapolating (beyond z ⇡ 8) the results of [20].
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h✏(M, z)iṀg in units of M�yr�1, from 10�1 � 10�15 (in
declining factors of ten from left to right). Thin lines
correspond to the analytic prediction of [43] while thick
lines are the numerical results of [40]. The contours show

that at redshifts z  30 the gas infall rate increases with
mass, and that for a fixed mass it decreases with increas-
ing redshift at z ⇡ 30.
At each redshift z, we integrate Equation 2 from

Mmin(z) to infinity. The lower mass limit of the inte-
gral, Mmin(z), is the minimum halo mass in which stars
can form. This is set by the requirement of the formation
of molecular hydrogen [45, 46]. Recently, it has been ar-
gued that the tight coupling of baryons to photons prior
to recombination gives rise to a velocity component that
becomes important once baryons decouple [47]. Figure
2 shows this e↵ect on the minimum mass: the thin solid
black curve is the standard case where baryons are as-
sumed to follow dark matter, while the thick solid black
curve corresponds to the numerical results of [44] where
there is a velocity di↵erence between dark matter and
baryons.
Since the minimum mass of molecular hydrogen cool-

ing is roughly constant with redshift, star formation is
severely suppressed at increasing redshifts for two rea-
sons: the minimum mass corresponds to extremely rare
peaks in the density field (see dashed grey lines in Fig-
ure 2 that show the rarity of mass scales as a function
of redshift) while at the same time the rate of gas infall
decreases rapidly. The combination of these two e↵ects
introduces a sharp cuto↵ to the abundance of stars be-
yond z ⇡ 40.
Integrating the rate of merger events (Equation 2) from

redshift z to infinity gives the total number of events per
year greater than redshift z (Equation 1). Figure 3 shows
the result of this calculation. The blue curve corresponds
to the maximal mass function [30], a lower Mmin (i.e., ig-
noring the suppressing e↵ects of a relative speed between
dark matter and baryons [44]), and the maximal value of
gas accretion [40]. The dashed blue curve makes the same
assumptions as above, but with a modified mass function
that includes a correction owing to the presence of non-
Gaussianity at the current upper bound of fNL = 43
[33]. The red curve is the opposite of the aforementioned
case, where the mass function assumed is at its minimum
[31], the minimum mass is the largest (including relative
velocities between baryons and dark matter [44]) and a
low gas accretion rate [39]. The shaded area represents
everything in between these two extreme cases.
We define the maximum redshift zmax such that the ob-

served event rate is N (z = zmax) = 1 yr�1. We find that
the maximum redshift of expected gravitational wave
events cannot exceed zmax ⇡ 40. All assumptions lead-
ing to this result are such so that the maximum redshift
is maximized: largest abundance of halos (even includ-
ing current limits on non-Gaussianity), lowest minimum
mass for the formation of stars in halos at high redshifts,
the assumed gas infall in halos is the maximum mea-
sured in numerical simulations, all stars formed in all
halos end up in black hole pairs and all black hole pairs
merge instantaneously. This confluence of maximizing
all assumptions makes the result that the maximum red-
shift of expected gravitational wave sources of zmax ⇡ 40
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Figure 5. The profile of a halo around a PBH in physical coor-
dinates. The four inner most profiles were fit with a power-law
profile: – = 2.28, and C = 2.5 ◊ 1012.

Figure 6. The physical density profile of the halo for the
boosted power spectrum, with spectral index ns ≠1 = 2. The
parameters of the fit are – = 2.35, and C = 3.9 ◊ 1012.

that these macroscopic dark matter structures trace the
overall distribution of dark matter well, i.e. without sig-
nificant bias above a su�ciently large coarse-graining
scale, their di�use emission is directly proportional to the
coarse-grained dark matter density. The same is true in
a completely unrelated scenario where there are no PBHs
and all of the dark matter is made up of particles that
undergo one-body decay into gamma radiation. Coarse
graining is an important step for making this analogy,
since for resolved PBHs the gamma-ray emission depends
quadratically on the local WIMP density due to the two-
body nature of the annihilation process.

For the decaying dark matter scenario, the observed
di�use gamma-ray background has been used to put con-
straints on the unknown decay rate, where one typically
assumes that the decaying species accounts for all of

Figure 7. The density profiles of Boucenna et al. [11], labelled
BKOV, Eroshenko [10], our analytic estimate (12), our sim-
ulation result taking the best-fit paramaters from Fig. 5 and
the maximum density contrast today. Note that the simula-
tion is for a 30M§ black hole whilst the other three profiles
are derived for a 10M§ black hole.

dark matter. Conversely, if one knew the decay rate,
one would obtain a constraint on the abundance of the
decaying species. Using the above analogy we can there-
fore obtain a bound on the PBH fraction fPBH for any
given PBH mass once we assume a complete model for
the gamma-ray luminosity of these objects,

fPBH = �DM MPBH

�PBH m‰
. (18)

For �DM we use (consistent with [11]) constraints from
[35]. Their Fig. (3.f) shows that the life time of dark
matter particles is greater than ·DM = �≠1

DM
& 1028

s,
at least in the range of the dark matter particles masses
to which the experiment is sensitive: 10GeV < m‰ <

104GeV.
The WIMP annihilation signal is obtained as

�PBH = È‡vÍ
m2

‰

4fi

ˆ Œ

0

fl(r)2
r

2
dr , (19)

where È‡vÍ is the annihilation cross section and spherical
symmetry of the density profile has been assumed. For a
halo with a density profile

fl(r) = Min(flmax, flmax(r/rcut)≠–) , (20)

and assuming – > 3/2, the WIMP annihilation signal
can be integrated into

�PBH = 4fi È‡vÍ fl
2

max
r

3

cut

m2
‰

3
1
3 + 1

2– ≠ 3

4
, (21)

where the first and the second terms in brackets are con-
tributions from the constant-density central region and
the falling profile, respectively. In the particular case of
– = 9/4, this simplifies to

�PBH = 4fi È‡vÍ fl
2

max
r

3

cut

m2
‰

. (22)

• Dark matter gets “locked” onto the black hole at formation. 


• There is a central core set by the equilibrium of in-falling and annihilating material


• Search for discrete sources of annihilation today

Adamek et al., 2019
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dark matter. Conversely, if one knew the decay rate,
one would obtain a constraint on the abundance of the
decaying species. Using the above analogy we can there-
fore obtain a bound on the PBH fraction fPBH for any
given PBH mass once we assume a complete model for
the gamma-ray luminosity of these objects,

fPBH = �DM MPBH

�PBH m‰
. (18)

For �DM we use (consistent with [11]) constraints from
[35]. Their Fig. (3.f) shows that the life time of dark
matter particles is greater than ·DM = �≠1

DM
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s,
at least in the range of the dark matter particles masses
to which the experiment is sensitive: 10GeV < m‰ <

104GeV.
The WIMP annihilation signal is obtained as

�PBH = È‡vÍ
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4fi
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where È‡vÍ is the annihilation cross section and spherical
symmetry of the density profile has been assumed. For a
halo with a density profile

fl(r) = Min(flmax, flmax(r/rcut)≠–) , (20)

and assuming – > 3/2, the WIMP annihilation signal
can be integrated into
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where the first and the second terms in brackets are con-
tributions from the constant-density central region and
the falling profile, respectively. In the particular case of
– = 9/4, this simplifies to

�PBH = 4fi È‡vÍ fl
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max
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3
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m2
‰
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In the above expression, a third of the contribution comes
from the central region. Assuming a Heaviside density
profile with the density dropping to zero at rcut, as was
done for example in [11], therefore underestimates the
annihilation rate by a factor of 3. For profiles that are
less steep than – = 9/4 the contribution from the second
term is even greater.

Equipped with these ingredients we can finally obtain
the upper bound on the fraction of the dark matter in
PBHs. For three di�erent choices of the dark matter
mass we find the constraint to be:

m‰ 10 GeV 100 GeV 1 TeV
fPBH . 10≠9 2 ◊ 10≠9 4 ◊ 10≠9

This is a remarkably strong constraint which demon-
strates that current limits on gamma-ray signals from
WIMP annihilation imply that there are essentially no
PBHs. On the other hand, a discovery of PBHs would
imply extremely strong constraints on the amount of the
dark matter in WIMPs, even if fPBH were small. In that
case the majority of dark matter would have to be some
third species not considered here, such as axions.

This can be demonstrated as follows. Our deriva-
tion of the dark matter density profile around a PBH,
Eq. (12), assumes that the only gravitational attraction
on the dark matter particles is due to the PBH (i.e. it
neglects the e�ect of the dark matter which has already
fallen into a halo around the PBH). This result there-
fore remains valid for the dark matter density profile
of the WIMPs, provided the density is multiplied by
fWIMP © �WIMP/�DM, the fraction of dark matter in
WIMPs. It then follows that the result for rcut will be
reduced by a factor of f

4/9

WIMP
and hence �PBH Ã f

4/3

WIMP
,

see Eqs. (14) and (22). Suppose LIGO (or any other
experiment) detected PBHs with density fPBH = 10≠3,
which is arguably the correct fraction to generate the
black hole merger rate observed by LIGO and VIRGO,
if one assumes most of the mergers are due to primordial
rather than astrophysical black holes [3, 36–38]. In this
case the WIMP annihilation signal would be about a mil-
lion times larger than the detected upper bound, assum-
ing WIMPs formed the remainder of the dark matter.
To make sure that the WIMP annihilation signal were
acceptably small, the fraction of dark matter in WIMPs
would have to be reduced to fWIMP . 10≠9/2 ƒ 3◊10≠5.
Hence a detection of either WIMPs or PBHs would mean
that the other component can form at most a tiny frac-
tion of the dark matter.

Because �PBH Ã MPBH, the constraint on fPBH is in-
dependent of the PBH mass, see Eq. (18). This is true
provided that the PBH mass is large enough to justify our
approximation of neglecting the thermal kinetic energy of
the WIMP particles compared to their gravitational po-
tential energy at turn around. In particular, we need the
kinetic energy to be small at the radius rcut where the
maximum density is reached. Even though their thermal
energy will be larger at smaller radii, we expect this will
just act to change the profile inside rcut and not change

the total mass of the WIMP particles inside the sphere of
radius rcut. For PBHs with a mass comparable to those
detectable by LIGO, a WIMP mass of m‰ = 100 GeV
and rcut ≥ 10≠7kpc/h we can see from Fig. 1 that the
kinetic energy is subdominant to the potential energy of
the PBH by about five orders of magnitude, and hence
it should have a negligible e�ect. For much lighter PBHs
the thermal kinetic energy is never negligible and our an-
alytically derived profile cannot be used, invalidating our
constraint. In that case, a more sophisticated treatment
of the initial WIMP velocities along the lines described
in [10, 11] should be made. Because the constraint on
fPBH is independent of the PBH mass, our constraint
would also be valid if the PBH mass spectrum were not
monochromatic, as long as most of the PBH masses were
in the regime where the WIMP thermal kinetic energy is
negligible.

We caution that the constraint on fPBH was made as-
suming that the WIMP annihilation signal creates a dif-
fuse gamma-ray background. Since the constraint on
fPBH is so tight, this will not be true for large PBH
masses (because for fixed fPBH, the number density of
PBHs is inversely proportional to their mass) and the
constraint should be remade using the observational con-
straints from the Fermi satellite on point sources. How-
ever, doing so goes beyond the scope of this paper and
there is no reason to expect the constraint to weaken by
orders of magnitude.

V. CONCLUSIONS

We have demonstrated that WIMPs and PBHs are in-
compatible. If WIMPs make up the majority of the dark
matter then fPBH . 10≠9, and if PBHs make up 1%
of the dark matter then WIMPs can only form about
one millionth of the dark matter. These results are true
for a broad range of WIMP and PBH masses, with the
lower limit on the PBH mass being set by the thermal
kinetic energy of the WIMPs. If this is large compared
to the gravitational potential energy of the PBHs then
high-density spikes around the PBHs will not form.

The result that PBHs cannot coexist with WIMPs un-
less they form almost all or almost none of the dark
matter was first reported in [8], who also found the con-
straints on fPBH to be independent of the PBH mass.
However, they assumed an r

≠3/2 density profile around
the PBH, which we have shown is incorrect. The density
profile close to the PBH (which is the relevant region for
WIMP annihilation) is much steeper, being r

≠9/4, as we
have shown both analytically and numerically.

Simulations of PBHs and dark matter (in a non-
expanding background) were performed in [39], to study
the e�ect of the dark matter halos surrounding PBHs on
the merger rate. However, they also assumed a r

≠3/2

profile density around the PBH, and it would be inter-
esting to repeat those simulations with an r

≠9/4 density
profile.

Primordial black holes and WIMP 
dark matter cannot co-exist!!!!

The potential primordial black hole - WIMP conflict



The potential primordial black hole - WIMP conflict

Two ways this result can be strengthened
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relations of the two models. For a mass function that goes
as dN=dM / M!! and a mass-luminosity relation such
that Lsh / M", it can be shown that for large values of F,
P1ðFÞ / F# with # ¼ ð1! !Þ="! 1. For our model we
have # ¼ ð1! 1:9Þ=0:87! 1 ¼ !2:03 while for the Lee
et al. [24] model they have # ¼ ð1! 2Þ=1! 1 ¼ !2.
Thus, in both models P1ðFÞ is approximately proportional
to F!2 for large F. Physically, our less-steep mass function
means that we have more high mass (and thus high lumi-
nosity) subhalos than the Lee et al. [24] model, but our less-
steep luminosity function means that these subhalos are not
as bright. The end result is that on the high flux end both
models are very similar.

We use P1ðF; c iÞ to determine PshðF; c iÞ, the probabil-
ity of observing a total flux from multiple subhalos at angle
c i from the Galactic center. The two functions are related
by

PshðF; c iÞ ¼ F!1fe$ðc iÞðFfP1ðF;c iÞg!1Þg; (10)

where F indicates a Fourier transform with respect to F
and $ is the mean number of subhalos in a given pixel:

$ðc iÞ ¼ !pixel

Z
d‘‘2

Z
dM

dN½rð‘; c iÞ&
dMdV

: (11)

!pixel is the solid angle of a single pixel, taken here to be
one square degree. Equation (10) can be derived by assum-
ing that the number of subhalos contributing to the photon

counts in a single pixel is a Poisson random variable with
mean $ and that each subhalo emits a flux F with proba-
bility P1ðF; c iÞ. A detailed derivation of Eq. (10) is pre-
sented in the appendix of [24].
Finally, given PshðF; c iÞ we can construct PðCiÞ, the

probability of getting C counts in pixel i by applying
Eq. (1). Figure 2 shows the calculated PðCiÞ for the dark
matter signal for 1 yr of observation by the Fermi
Telescope. Note that a Poisson distribution with the same
mean number of counts has a significantly smaller proba-
bility of producing high-count pixels than the true PðCiÞ.
Also, note that despite the differences between our model
and that of Lee et al. [24], both produce PDFs that are very
similar. Apparently, the differences between the two mod-
els are washed out through the transition to PshðF; c iÞ and
the subsequent discretization to produce PðCiÞ. The simi-
larity between the two models is encouraging: it suggests
that the form of PðCiÞ is somewhat independent of the
many assumptions that go into such models (e.g. the mass
function, the luminosity function, Mmin , etc.), thus making
our conclusions more robust.
In Table I we show the expected number of counts for

our fiducial model, as well as four other models where we
vary the cutoff scale of the mass function and the concen-
tration (and substructure mass fraction) of the host Milky
Way halo. The effect of the subhalo mass function cutoff
on the photon counts is due to the fact that the luminosity
increases with mass at a slower rate than the rate at which
the abundance is increasing with mass—numerous small
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FIG. 1. Probability P1ðF; c i ¼ 40'Þ of observing flux F from
a single halo in a given square degree pixel. We measure flux in
units of photons/beam/year, where a ‘‘beam’’ corresponds to the
approximate effective area of the Fermi telescope, A(
2000 cm2. The solid curve uses luminosity and mass functions
from this paper with Mmin ¼ 0:01M), while the dashed curve
uses the same functions with Mmin ¼ 10!6M). The dotted curve
shows P1 from Ref. [24] with Mmin ¼ 0:01M), rescaled to have
the same mean flux as our P1 for the purpose of comparison.
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FIG. 2. PshðC; c iÞ, the probability of observing C counts in
pixel i from all subhalos along the line-of-sight where here c i ¼
40'. The PshðC; c iÞ predicted by our model is compared with
that of Lee et al. [24], which we have scaled to have the same
mean as our model. The two functions are very similar despite
the underlying differences of the two models. Both differ sig-
nificantly from a pure Poisson distribution with the same mean
number of counts.
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For concreteness, throughout, we make predictions and
projections for 1 yr of Fermi data.

The layout of this paper is as follows. Sec. II describes
the 3-component model of subhalo, diffuse Galactic and
extra-Galactic emission that we use. Simulated maps of
these components are produced in Sec. III. We then ana-
lyze the maps two different ways in Sec. IV: with a
standard !2 analysis and with the exact likelihood. The
former does not use the information contained in the PDF,
while the latter analysis does use this information. Our
conclusions are presented in Sec. V.

II. THE MODEL

We assume a three-component model for the diffuse
gamma-ray background: annihilation radiation from dark
matter subhalos, Galactic emission, and extra-Galactic
emission. This simplified model neglects other contribu-
tions to the gamma-ray background, including point
sources—both Galactic and extra-Galactic—which we as-
sume can be identified and removed. We also neglect other
dark matter sources, including diffuse emission from the
MilkyWay halo and from cosmological halos, as we are, in
particular, concerned with isolating the subhalo contribu-
tion. Given the latitudes that we consider for our analysis
this model is appropriate [27]. As we argue here, even our
simplified model represents an improvement in our under-
standing of diffuse emission from subhalos and our ability
to extract it using gamma-ray data. In the context of the
larger goal of detecting dark matter our assumptions may
be viewed as conservative, as we are neglecting several
possible sources of signal.

Following Lee et al. [24], we write the probability of
obtaining Ci counts in bin i which is an angle c i away
from the Galactic center as

PðCiÞ ¼
Z

dFPsh ðF; c iÞP½EiFþ Cgal
i þ Ceg

i ;Ci&; (1)

wherePsh ðF; c iÞ is the probability of subhalos producing a
flux F which depends on c i in the pixel; P is the Poisson
probability for obtaining Ci counts if the mean number of
counts is equal to F multiplied by the exposure of the pixel
in the experiment, Ei, plus the counts expected from the

two background sources, Cgal
i and Ceg

i . We are implicitly
assuming here that the PDF’s of both background compo-
nents—Galactic and extra-Galactic—are Poisson, as op-
posed to the PDF of the subhalo contribution which is
captured in Psh . This is the best one could hope for when
examining the utility of the PDF; if the PDF turns out not to
matter much in our analysis, then this will be a robust
conclusion. In the rest of this section, we describe the
details of this model, now specified by Psh ðF; c iÞ and the

expected number of counts due to backgrounds Cgal
i and

Ceg
i .

A. The signal: emission from subhalos

In order to calculate the counts probability distribution
function given in Eq. (1), we must estimate the flux proba-
bility distribution Psh ðF; c iÞ, which depends on a descrip-
tion of the abundance and properties of all subhalos along
the line-of-sight. Following Lee et al. [24], we first calcu-
late P1ðF; c iÞ, the probability of observing a flux F from a
single subhalo at angle c i from the Galactic center:

P1ðF; c iÞ / !ðFmax ' FÞ
Z ‘max

0
d‘

Z
dLshPðLsh ; ‘; c iÞ

( "
!
F' Lsh

4#‘2

"
: (2)

Here, PðLsh ; ‘; c iÞ is the probability of finding a subhalo
emitting luminosity Lsh at a distance ‘ from us at an angle
c i from the Galactic center. The step function limits the
flux to be less than Fmax since sources with larger fluxes
will be identified as resolved point sources. Although the
resolved flux limit of Fermi depends on energy,1 for con-
creteness we choose a simple threshold of Fmax ¼
10'9 cm'2 s'1. The line-of-sight integral extends out to
‘max , which is determined by the assumed extent of the
dark matter halo. The probability PðLsh ; ‘; c iÞ can be
broken up into a convolution of the well-studied mass
function with the conditional luminosity function:

PðLsh ; ‘; c iÞd‘ / ‘2d‘
Z Mmax

Mmin

dM
dN½rð‘; c iÞ&

dMdV

( P½Lsh jM; rð‘; c iÞ&; (3)

with rð‘; c iÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘2 þ d2) ' 2‘d) cosc i

p
where d) ¼

8:5 kpc is the Galactocentric distance of the Sun.
The assumption that the dark matter halo extends

out to RG ¼ 220 kpc leads to ‘max ¼ d)½cosc i þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
'sin 2c i þ ðRG=d)Þ2

p
&. The lower limit on the mass in-

tegral, Mmin , is determined by the cutoff scale of the
subhalo mass function in the Milky Way halo.
Supersymmetric models with weakly interacting massive
particle dark matter candidates typically have a cutoff scale
in the dark matter power spectrum in the range Mmin *
10'6 ' 100M) [28– 35]; motivated by these models, for all
results here we will adopt a value of Mmin ¼ 0:01M). We
discuss the impact of varyingMmin about this fiducial value
below. The upper limit on the halo mass (which is not
particularly relevant since the mass function falls off fairly
steeply) is taken to be 1010M). With this information,
Eq. (2) can now be written as

P1ðF;c iÞ/!ðFmax 'FÞ
Z ‘max

0
d‘‘4

Z Mmax

Mmin

dM
dN½rð‘;c iÞ&

dMdV

(P½Lsh ¼ 4#‘2FjM;rð‘;c iÞ&: (4)

1http://www-glast.slac.stanford.edu/software/IS/.
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To complete this calculation, we need the mass function
and conditional luminosity function. In Lee et al. [24], it
was assumed that there is a one-to-one mapping between
subhalo luminosity and the mass of a subhalo, namely
Lsh/ Msh. For our analysis we determine the Lsh!Msh

relation using the properties of simulated subhalos in a
!CDM cosmology [36]. The properties of subhalos, in-
cluding those that will be relevant for us such as the spatial
distribution and the assigned gamma-ray luminosity, re-
flect the underlying process of nonlinear structure growth.
The complex interplay between formation redshift, time of
accretion to the parent halo, and orbital and tidal evolution
sets the characteristics of the luminosity-mass relationship
of subhalos, as well as the radial distribution (see [36]). As
a result of this process, subhalos with similar mass and
Galactocentric radius will have a spread in their gamma-
ray luminosities.

We include this nonzero scatter by using the conditional
luminosity distribution found in [36],

PðlnLshjM; rÞ ¼ 1ffiffiffiffiffiffiffi
2!

p 1

"
exp

"
!½lnLsh! hlnLshi&2

2"2

#
: (5)

For a dark matter halo with a concentration of approxi-
mately c ' 10 (model C0 in [36]), the mean luminosity
hLshi, as well as the spread about the mean luminosity "
depend on subhalo mass and Galactocentric radius via

hlnðLsh=s
!1Þi¼ 77:4þ 0:87 lnðM=105M)Þ

! 0:23 lnðr=50 kpcÞ

þ ln
$

fSUSY
10!28 cm3 s!1 GeV!2

%
(6)

" ¼ 0:74! 0:0030 lnðM=105M)Þ ! 0:011 lnðr=50 kpcÞ:
(7)

The quantity fSUSY is the particle physics parameter2 gov-
erning the emission rate,

fSUSY ¼ N#
h"vi
m2

$
: (8)

Here the mass of the dark matter particle is m$, h"vi
is the thermally averaged annihilation cross section
times the velocity, and N# is the number of photons above
1 GeV emitted in the annihilation of a single dark
matter pair. A thermally averaged cross section of h"vi¼
3* 10!26 cm3 s!1 leads to the correct thermal abundance
of dark matter today so that our fiducial value of fSUSY ¼
10!28 cm3 s!1 GeV!2 is easily accommodated in super-
symmetric models [14,37].

Thus, the mean luminosity in Eq. (6) differs from that of
Lee et al. [24] in several ways: it scales with mass as
Lsh/ M0:87, in agreement with simple analytic estimates
[38], as well as numerical simulation results [21,39]).
Furthermore, the luminosity depends on the radial position
of subhalos (Lsh/ r!0:23), and we also include a nonzero
scatter (Eq. (7)) about the mean value of the luminosity, a
scatter which depends on the mass and the Galactocentric
radius of subhalos.
Numerical simulations predict a mass function of the

form

dNðrÞ=dMdV ¼ A
ðM=M)Þ!%

~rð1þ ~rÞ2 ; (9)

with % ' 1:9 [40]. Here the radial dependence is through
~r ¼ r=rs, where rs is the scale radius of the Milky Way
halo (rs ' 21 kpc). We normalize the mass function by
utilizing the numerical result that roughly 10% of the mass
of the Galactic halo (MG ¼ 1:2* 1012M)) is in subhalos
of mass greater than +107M). With this assumption, the
normalization constant is A ' 1:2* 104M!1

) kpc!3.
Simulations also suggest that the halo distribution may
be less cuspy near the center than the dark matter profile,
and may depend on the mass of the subhalo [41]. This may
have implications on the expected annihilation signal from
substructure as the overall number of counts along a par-
ticular line-of-sight will be lower than expected (especially
if most of the signal arrives from nearby objects).
Nevertheless, given the current uncertainties of the level
of this effect, we do not include a core in the distribution of
subhalos in this study, but we emphasize that the issue of
substructure depletion in the inner regions of the Galaxy
must be addressed in detail in future numerical
simulations.
With the above ingredients we construct the probability

of observing a single subhalo with flux F in pixel i,
P1ðF; c iÞ, shown in Fig. 1 for c i ¼ 40,. In generating
this figure, we have used flux units of photons/beam/year,
where the beam corresponds to the detector area of the
Fermi telescope, A+ 2000 cm2 (the true effective area of
Fermi is energy dependent so this value is only approxi-
mate). Of particular note in this figure is the smoother
falloff at low flux in our model relative to the model of
Lee et al. [24] (for the purpose of comparison we have
scaled the Lee et al. [24] model so that it predicts the same
mean flux as our model). As both of these models assume a
sharp mass cutoff at the low end, the difference in falloff at
low flux follows directly from the scatter in luminosity for
a given mass. When the low end mass cutoff, Mmin, is
changed, we see from Fig. 1 that the mean flux per subhalo
decreases but that the shape of P1ðFÞ remains essentially
unchanged.
Also, note that the PDF’s for both models are very

similar at the high flux end as a result of competing differ-
ences between the mass functions and the mass-luminosity

2We use the fSUSY to conform to the literature, but nothing in
our analysis depends on supersymmetry; all that matters is the
combination of cross section, mass, and N# folded into fSUSY.
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relations of the two models. For a mass function that goes
as dN=dM / M!! and a mass-luminosity relation such
that Lsh / M", it can be shown that for large values of F,
P1ðFÞ / F# with # ¼ ð1! !Þ="! 1. For our model we
have # ¼ ð1! 1:9Þ=0:87! 1 ¼ !2:03 while for the Lee
et al. [24] model they have # ¼ ð1! 2Þ=1! 1 ¼ !2.
Thus, in both models P1ðFÞ is approximately proportional
to F!2 for large F. Physically, our less-steep mass function
means that we have more high mass (and thus high lumi-
nosity) subhalos than the Lee et al. [24] model, but our less-
steep luminosity function means that these subhalos are not
as bright. The end result is that on the high flux end both
models are very similar.

We use P1ðF; c iÞ to determine PshðF; c iÞ, the probabil-
ity of observing a total flux from multiple subhalos at angle
c i from the Galactic center. The two functions are related
by

PshðF; c iÞ ¼ F!1fe$ðc iÞðFfP1ðF;c iÞg!1Þg; (10)

where F indicates a Fourier transform with respect to F
and $ is the mean number of subhalos in a given pixel:

$ðc iÞ ¼ !pixel

Z
d‘‘2

Z
dM

dN½rð‘; c iÞ&
dMdV

: (11)

!pixel is the solid angle of a single pixel, taken here to be
one square degree. Equation (10) can be derived by assum-
ing that the number of subhalos contributing to the photon

counts in a single pixel is a Poisson random variable with
mean $ and that each subhalo emits a flux F with proba-
bility P1ðF; c iÞ. A detailed derivation of Eq. (10) is pre-
sented in the appendix of [24].
Finally, given PshðF; c iÞ we can construct PðCiÞ, the

probability of getting C counts in pixel i by applying
Eq. (1). Figure 2 shows the calculated PðCiÞ for the dark
matter signal for 1 yr of observation by the Fermi
Telescope. Note that a Poisson distribution with the same
mean number of counts has a significantly smaller proba-
bility of producing high-count pixels than the true PðCiÞ.
Also, note that despite the differences between our model
and that of Lee et al. [24], both produce PDFs that are very
similar. Apparently, the differences between the two mod-
els are washed out through the transition to PshðF; c iÞ and
the subsequent discretization to produce PðCiÞ. The simi-
larity between the two models is encouraging: it suggests
that the form of PðCiÞ is somewhat independent of the
many assumptions that go into such models (e.g. the mass
function, the luminosity function, Mmin , etc.), thus making
our conclusions more robust.
In Table I we show the expected number of counts for

our fiducial model, as well as four other models where we
vary the cutoff scale of the mass function and the concen-
tration (and substructure mass fraction) of the host Milky
Way halo. The effect of the subhalo mass function cutoff
on the photon counts is due to the fact that the luminosity
increases with mass at a slower rate than the rate at which
the abundance is increasing with mass—numerous small
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FIG. 1. Probability P1ðF; c i ¼ 40'Þ of observing flux F from
a single halo in a given square degree pixel. We measure flux in
units of photons/beam/year, where a ‘‘beam’’ corresponds to the
approximate effective area of the Fermi telescope, A(
2000 cm2. The solid curve uses luminosity and mass functions
from this paper with Mmin ¼ 0:01M), while the dashed curve
uses the same functions with Mmin ¼ 10!6M). The dotted curve
shows P1 from Ref. [24] with Mmin ¼ 0:01M), rescaled to have
the same mean flux as our P1 for the purpose of comparison.

0 2 4 6 8 10
Counts (photons/beam/year)

0.0001

0.0010

0.0100

0.1000

1.0000

P
(C

)

Our P(C)
P(C) from Lee et al.

Poisson P(C)

FIG. 2. PshðC; c iÞ, the probability of observing C counts in
pixel i from all subhalos along the line-of-sight where here c i ¼
40'. The PshðC; c iÞ predicted by our model is compared with
that of Lee et al. [24], which we have scaled to have the same
mean as our model. The two functions are very similar despite
the underlying differences of the two models. Both differ sig-
nificantly from a pure Poisson distribution with the same mean
number of counts.
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relations of the two models. For a mass function that goes
as dN=dM / M!! and a mass-luminosity relation such
that Lsh / M", it can be shown that for large values of F,
P1ðFÞ / F# with # ¼ ð1! !Þ="! 1. For our model we
have # ¼ ð1! 1:9Þ=0:87! 1 ¼ !2:03 while for the Lee
et al. [24] model they have # ¼ ð1! 2Þ=1! 1 ¼ !2.
Thus, in both models P1ðFÞ is approximately proportional
to F!2 for large F. Physically, our less-steep mass function
means that we have more high mass (and thus high lumi-
nosity) subhalos than the Lee et al. [24] model, but our less-
steep luminosity function means that these subhalos are not
as bright. The end result is that on the high flux end both
models are very similar.

We use P1ðF; c iÞ to determine PshðF; c iÞ, the probabil-
ity of observing a total flux from multiple subhalos at angle
c i from the Galactic center. The two functions are related
by

PshðF; c iÞ ¼ F!1fe$ðc iÞðFfP1ðF;c iÞg!1Þg; (10)

where F indicates a Fourier transform with respect to F
and $ is the mean number of subhalos in a given pixel:

$ðc iÞ ¼ !pixel

Z
d‘‘2

Z
dM

dN½rð‘; c iÞ&
dMdV

: (11)

!pixel is the solid angle of a single pixel, taken here to be
one square degree. Equation (10) can be derived by assum-
ing that the number of subhalos contributing to the photon

counts in a single pixel is a Poisson random variable with
mean $ and that each subhalo emits a flux F with proba-
bility P1ðF; c iÞ. A detailed derivation of Eq. (10) is pre-
sented in the appendix of [24].
Finally, given PshðF; c iÞ we can construct PðCiÞ, the

probability of getting C counts in pixel i by applying
Eq. (1). Figure 2 shows the calculated PðCiÞ for the dark
matter signal for 1 yr of observation by the Fermi
Telescope. Note that a Poisson distribution with the same
mean number of counts has a significantly smaller proba-
bility of producing high-count pixels than the true PðCiÞ.
Also, note that despite the differences between our model
and that of Lee et al. [24], both produce PDFs that are very
similar. Apparently, the differences between the two mod-
els are washed out through the transition to PshðF; c iÞ and
the subsequent discretization to produce PðCiÞ. The simi-
larity between the two models is encouraging: it suggests
that the form of PðCiÞ is somewhat independent of the
many assumptions that go into such models (e.g. the mass
function, the luminosity function, Mmin , etc.), thus making
our conclusions more robust.
In Table I we show the expected number of counts for

our fiducial model, as well as four other models where we
vary the cutoff scale of the mass function and the concen-
tration (and substructure mass fraction) of the host Milky
Way halo. The effect of the subhalo mass function cutoff
on the photon counts is due to the fact that the luminosity
increases with mass at a slower rate than the rate at which
the abundance is increasing with mass—numerous small
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FIG. 1. Probability P1ðF; c i ¼ 40'Þ of observing flux F from
a single halo in a given square degree pixel. We measure flux in
units of photons/beam/year, where a ‘‘beam’’ corresponds to the
approximate effective area of the Fermi telescope, A(
2000 cm2. The solid curve uses luminosity and mass functions
from this paper with Mmin ¼ 0:01M), while the dashed curve
uses the same functions with Mmin ¼ 10!6M). The dotted curve
shows P1 from Ref. [24] with Mmin ¼ 0:01M), rescaled to have
the same mean flux as our P1 for the purpose of comparison.
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FIG. 2. PshðC; c iÞ, the probability of observing C counts in
pixel i from all subhalos along the line-of-sight where here c i ¼
40'. The PshðC; c iÞ predicted by our model is compared with
that of Lee et al. [24], which we have scaled to have the same
mean as our model. The two functions are very similar despite
the underlying differences of the two models. Both differ sig-
nificantly from a pure Poisson distribution with the same mean
number of counts.
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the counts from the Galactic model are at least an order of
magnitude greater than the counts from subhalos. As ex-
pected, the signal flux falls off with increasing c because
the number density of subhalos decreases with distance
from the galactic center (see Eq. (9)). The galactic back-
ground increases towards c ¼ 0" and c ¼ 180" because
most of the diffuse emission is from the galactic plane.

Extra-Galactic Background.—The isotropic component
of the LAT team diffuse model is a result of the emission
from extra-Galactic and instrumental sources. Over the
energy range of #100 MeV– 100 GeV, and for b > 40",
the isotropic component ascribed to extra-galactic emis-
sion is well fit by a power law with index 2.41 [43]. The
updated diffuse model indicates that above 1 GeV, the
normalization of the extra-Galactic component is compa-
rable to that of the dominant component of Galactic emis-
sion that arises from neutral ! decay. In our analysis, we
will simply model the extra-Galactic component by a
number of counts with an amplitude that is allowed to be
free,

Ceg
i ¼ begC

eg;Fermi
i : (13)

Figure 3 shows our fiducial normalization (beg¼ 1) is one
in which the extra-Galactic flux is about 30 times greater
than the subhalo flux, contributing #15 counts above a
GeV in one square degree pixel.

III. SIMULATED MAPS

Armed with the probability distribution in Eq. (1), we
can generate simulated maps of the sky for a given
experiment specified by its exposure, Ei. First, though,

FIG. 4 (color). Simulated maps of the photons above 1 GeV in
Fermi produced by the annihilations of dark matter in subhalos.
Top panel: Simulated counts drawn from a Poisson distribution
with the same number of expected events as the dark matter PDF.
Bottom panel: Photons drawn from the dark matter PDF.
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FIG. 3. Expected counts per one square degree pixel above
1 GeV in 1 yr of Fermi data from dark matter annihilation in
subhalos when fSUSY ¼ 10$28 cm3 s$1 GeV$2, the Galactic
background, and the diffuse extra-Galactic background. The
counts are given in a one square degree pixel.

FIG. 5 (color). Same as Fig. 4 but with the addition of back-
grounds from the Galaxy and unresolved extra-Galactic sources.
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relations of the two models. For a mass function that goes
as dN=dM / M!! and a mass-luminosity relation such
that Lsh / M", it can be shown that for large values of F,
P1ðFÞ / F# with # ¼ ð1! !Þ="! 1. For our model we
have # ¼ ð1! 1:9Þ=0:87! 1 ¼ !2:03 while for the Lee
et al. [24] model they have # ¼ ð1! 2Þ=1! 1 ¼ !2.
Thus, in both models P1ðFÞ is approximately proportional
to F!2 for large F. Physically, our less-steep mass function
means that we have more high mass (and thus high lumi-
nosity) subhalos than the Lee et al. [24] model, but our less-
steep luminosity function means that these subhalos are not
as bright. The end result is that on the high flux end both
models are very similar.

We use P1ðF; c iÞ to determine PshðF; c iÞ, the probabil-
ity of observing a total flux from multiple subhalos at angle
c i from the Galactic center. The two functions are related
by

PshðF; c iÞ ¼ F!1fe$ðc iÞðFfP1ðF;c iÞg!1Þg; (10)

where F indicates a Fourier transform with respect to F
and $ is the mean number of subhalos in a given pixel:

$ðc iÞ ¼ !pixel

Z
d‘‘2

Z
dM

dN½rð‘; c iÞ&
dMdV

: (11)

!pixel is the solid angle of a single pixel, taken here to be
one square degree. Equation (10) can be derived by assum-
ing that the number of subhalos contributing to the photon

counts in a single pixel is a Poisson random variable with
mean $ and that each subhalo emits a flux F with proba-
bility P1ðF; c iÞ. A detailed derivation of Eq. (10) is pre-
sented in the appendix of [24].
Finally, given PshðF; c iÞ we can construct PðCiÞ, the

probability of getting C counts in pixel i by applying
Eq. (1). Figure 2 shows the calculated PðCiÞ for the dark
matter signal for 1 yr of observation by the Fermi
Telescope. Note that a Poisson distribution with the same
mean number of counts has a significantly smaller proba-
bility of producing high-count pixels than the true PðCiÞ.
Also, note that despite the differences between our model
and that of Lee et al. [24], both produce PDFs that are very
similar. Apparently, the differences between the two mod-
els are washed out through the transition to PshðF; c iÞ and
the subsequent discretization to produce PðCiÞ. The simi-
larity between the two models is encouraging: it suggests
that the form of PðCiÞ is somewhat independent of the
many assumptions that go into such models (e.g. the mass
function, the luminosity function, Mmin , etc.), thus making
our conclusions more robust.
In Table I we show the expected number of counts for

our fiducial model, as well as four other models where we
vary the cutoff scale of the mass function and the concen-
tration (and substructure mass fraction) of the host Milky
Way halo. The effect of the subhalo mass function cutoff
on the photon counts is due to the fact that the luminosity
increases with mass at a slower rate than the rate at which
the abundance is increasing with mass—numerous small
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FIG. 1. Probability P1ðF; c i ¼ 40'Þ of observing flux F from
a single halo in a given square degree pixel. We measure flux in
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Supermassive Black Holes (SMBH) have been discov-
ered in the center of a lot of galaxies and they are the
engines behind quasars observed in the early universe.
With masses up to 1010M� they immediately triggered
questions about their formation mechanism. Their de-
tection at very high redshifts and especially that of a
1010M� at z = 6.5 and a 109M� at z = 7.2 put any
formation model within the standard cosmology and as-
trophysics under tension. In the very optimistic scenario
that these objects grew up through accretion at the Ed-
dington limit for their whole lifetime they would still need
to be a 103M� BH by z = 45.

Various mechanisms have been proposed in order to
make these objects. One of them is that a population
of light seeds (102M�), remnants of the first stars may
have been formed early enough or went though a super
Eddington accretion phase that allowed them to reach
the enormous masses we observe today. Another for-
mation path could be the direct collapse of intergalactic
medium to form a population of massive seeds (104 to
106M�). The heavier seeds have a head start compared
to the light ones and can form the SMBH we observe
without the need of super Eddington accretion. For the
direct collapse to occur, angular momentum needs to be
stripped away from the cloud and a variety of e↵ects that
achieve that have been proposed in the literature.

Given the open questions related to the SMBH we in-
vestigate the highest redshift these massive objects can
be observed. To do that we start from the Eddington
limit, the maximum luminosity of an object given by the
balance of gravitational attraction with radiation pres-
sure

LEdd =
4⇡GmpcMBH

�T

= 1.26 ⇥ 1031

✓
MBH

M�

◆
W (1)

where G is the gravitational constant, mp the proton
mass, �T the Thomson scattering cross section, c the
speed of light and MBH the mass of central massive ob-
ject, in this case the black hole.

If the emission is produced through the process of ac-
cretion we can define the accretion luminocity Lacc as a
fraction ✏ of the rest energy of the gas inflow rate as

Lacc = ✏ ˙MBHc2 (2)
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FIG. 1: The evolution of the mass of a BH with M0 = 103M�
and t0 = t(z = 50) accreting at the Eddington limit through-
out its life.

Setting LEdd = Lacc gives us the maximum rate at
which a black hole can accrete gas

ṀBH = kMBH (3)

where k = 6.34/(✏c2)s�1. Solving Eq. (3), a black hole
with initial mass M0 at time t0, growing constantly at
the Eddington limit, at time t will have a mass of

MBH(z) = M0e
k(t(z)�t0) (4)

Fig. (1) shows the evolution of the mass of a black hole
with Eddington e�ciency ✏ = 0.1 and thus a time scale
1/k ' 4.5⇥107yr. To achieve masses of ⇠ 109 �1010M�
by z ⇠ 7, M0 has to be ⇠ 103M� at t0 = t(z = 50).

With that in mind, we can now define the maximum
number of Eddington accreting BH by redshift z as

NM0,z0(> z) =

Z
z0

z

dN

dz
dz (5)

with the formation rate dN

dz
given by
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Host halos must be extremely rare


Vattis & Koushiappas (2020)


