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Splashback radius (rsp)

cluster 

infalling
galaxy

rsp • first apocenter after infall
• sharp drop of ρ(r)
• physical halo boundary

e.g., Diemer & Kravtsov 2014; Adhikari+2014; More+2015 
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Basic physics
e.g., Fillmore & Goldreich 1984 

infalling
galaxy
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• “splashback” due to change of the potential

• rsp smaller for higher accretion rate

rsp



First (high S/N) detection

density profile, Rsp
2d, and its uncertainty. These numbers are

reported for all of our subsamples and for the different models
in Table 1 as well.

The location of the splashback radius can be compared with
the traditional halo boundary definition, R200m for each
subsample. This is shown by the vertical shaded bands in the
right-hand panels of Figure 2, as estimated from the posterior
distribution of the halo masses for our two subsamples inferred
from the weak lensing measurement in Miyatake et al. (2016).

We now use the samples from the posterior distribution of
model parameters to infer the constraints on the location of the
minimum of the logarithmic derivative of the three-dimensional
galaxy density profile, rd d rlog logg . The resultant con-
straints on Rsp

3d are reported in the penultimate column of
Table 1. The inferred value of Rsp

3d is always larger than the
corresponding Rsp

2d for all photometric galaxy samples around
both cluster subsamples, as shown explicitly in Figure 4. The
vertical dashed line corresponds to the traditional halo
boundary definition, R200m, for the two subsamples.

Note that, for our model, a transition function =f 1trans ,
would correspond to a simple density profile: a sum of Einasto
profile which describes well the inner regions and a power law

profile for the outer regions. However, the data strongly
disfavor such a model, with χ2 values ranging from 60 to 140
for 9 degrees of freedom depending upon the cluster subsample
and the photometric galaxies under consideration.23 Therefore,
our measurements imply a steepening of the number density
profile of galaxies around both of our cluster subsamples
beyond that predicted by the sum of an Einasto profile and a
power law two-halo term.

3.2. Detection of Halo Assembly Bias

The mean number density profile of galaxies correlated with
clusters at large separations is proportional to the product of the
biases of clusters and galaxies in the photometric sample. We
have shown above that these profiles are different for the low-
and high-cgal cluster subsamples. Given that our cluster samples
have the same redshift distribution, the bias of photometric
galaxies should cancel out in the ratio of the number density
profiles, and we can use the ratio to test whether the two cluster

Figure 1. Top panels: the surface number density profiles, ( )S Rg , of SDSS photometric galaxies with different magnitude thresholds around the entire
redMaPPer cluster sample with [ ]Îz 0.1, 0.33 and richness [ ]l Î 20, 100 , are shown using symbols with error bars. The dashed lines correspond to (sub)halo
surface density profiles in the MDPL2 simulation around clusters with a mass threshold similar to our sample at z = 0.248. The thresholds on subhalo Vpeak
values roughly correspond to the magnitude thresholds in each panel and were obtained by subhalo abundance matching (see Appendix B). Bottom panels: the
logarithmic slope of the surface density profiles are shown using solid and dashed lines for the observed galaxy and the subhalo surface density profiles,
respectively. The observed slope of the surface density profile has a shape which is similar to that expected from simulations. Note that although the surface
density profiles both in observations and simulations exhibit similar steepenings, the corresponding radii of the steepest slope are at slightly different
locations.

23 There is only one additional degree of freedom for these models, as we lose
only only one free parameter rt, the other parameters γ and β have priors in the
fiducial modeling scheme and thus do not change the degrees of freedom.
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~20% 
difference

More, …, MO+ ApJ 825(2016)39

• using SDSS data and 
redMaPPer cluster catalog

• ρ(r) from number density 
of galaxies around clusters

• rsp smaller than theoretical 
expectation by ~20%



More measurements
Splashback in DES 15
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Figure 8. Comparison of measurements from dark matter
simulations and data. Top: the log-derivatives of the model
fit to the galaxy profiles in data and the subhalo profiles in
simulations. The horizontal bars in each panel indicate the
inferred location and uncertainty of r

sp

. Note that r
sp

in
the data is smaller than in the subhalo cases that are best
matched to our galaxies. The faded section of the green and
red curves indicate the regime where we expect di↵erences
between the data and simulations as we do not fit the subhalo
profiles on small scales. Bottom: same as top panel, but now
comparing the slope of profile of the dark matter particles
with the lensing measurements.

We will present a more thorough analysis of dynamical
friction in §6.

The r
sp

inferred from our galaxy density profile (1.13±

0.07 h�1Mpc) is significantly smaller than the corre-
sponding subhalo measurements (1.46±0.05 h�1Mpc for
the vmin

p

= 178 km/s subhalo sample), as seen in Fig. 8.
However, the steepest slope inferred from the simula-
tions and data appear to be consistent, suggesting that
we are seeing a level of steepening in the galaxy profile
that is consistent with the splashback feature in simu-
lations. The overall shape of the galaxy profile in the
data di↵ers somewhat from that of subhalos in the sim-
ulations, where the small scale di↵erences have been ad-
dressed above. These findings are consistent with those
of M16.

On the bottom panel of Fig. 8, we compare the lens-
ing measurements with the dark matter particles. When
fitting to the particle measurements we do not include
the e↵ects of miscentering. We find that the particles
give consistent r

sp

values as the two lower mass sub-
halo samples in the middle panel, and is larger than the
lensing measurements by about 18%. We note that the

Figure 9. Top: logarithmic derivative of the model fits
to the ⌃g measurements with di↵erent richnesses. Bottom:

similar to the top panel but for di↵erent redshift bins. The
horizontal bars in each panel indicate the inferred location
and uncertainty of r

sp

in the di↵erent subsamples.

seemingly better agreement between the measurements
and the simulations (about 1�) is mainly driven by the
fact that the lensing measurements have larger uncer-
tainties. The slope of the lensing profile at large radii is
shallower than the simulation particles; the same trend
is seen in the galaxy vs. subhalo profiles. We have not
investigated possible sources of this ⇡ 2� discrepancy.

5.4. Richness and Redshift Dependences of r
sp

We now consider the richness dependence of the
splashback feature. According to simulation tests in
DK14 and A14, one would expect the splashback fea-
ture to be shallower and appear at smaller scales for
lower mass (or richness) clusters. We measure the rich-
ness dependence of the splashback location by dividing
the fiducial cluster sample into 2 richness subsamples
– 20 < � < 28 and 28 < � < 100. The bins are cho-
sen so that the number of clusters are approximately
equal in both bins. The mean richness in the two bins
are 23.3 and 41.1, respectively. In the top panel of
Fig. 9 we show the log-derivatives of the model fits
to the galaxy density profiles of these two subsamples.
We find that r

sp

is 1.05±0.09 h�1Mpc and 1.27±0.14
h�1Mpc for the low and high richness samples, respec-
tively. The dependence of the mean r

sp

on the mean �
is roughly r

sp

/ �0.33±0.24, which is consistent with ex-

~20% difference

Chang+2018; see also Baxter+2017, Shin+2019

• using DES data 
and redMaPPer 
cluster catalog

• rsp smaller than 
theoretical 
expectation by 
~20% 

• detected also by 
lensing
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• new physics?
    self-interacting dark matter? (Banerjee+2019)

    dark energy? (Adhikari+2018)

Why rsp smaller than expected?

• systematics?
    optical cluster selections from overdensity 
    of galaxies may cause selection effects



Measurements in the HSC survey

• 3316 clusters at 
0.1<z<1 selected 
by CAMIRA

    (MO 2014; MO+2018)

• area ~427 deg2



Analysis procedure

ξ

cluster-galaxy 2-point
correlation function

stacked weak lensing
(Murata, MO+2019)

西道 啓博 (基研)
シミュレーションによる宇宙の基本法則と進化の解明に向けて(QUCS 2019) 

Dec 17 2019, @ YITP

機械学習と宇宙大規模構造
西道 啓博 (京都大学 基礎物理学研究所)

He, Li, Feng+’18

Mathuriya, Bard, Mendygral+’18

Cosmology

H-G connection

Hidden1 Hidden2 Hidden3 Hidden4

PCA1 PCA2 PCA3 PCA4

mass func. H-M corr. H-H corr. propagator

G-G lensing G-G auto corr.

...

... ... ... ...

... ... ... ...

... ... ... ...

... ...Dark Emulator architecture

Dark Emulator (Nishimichi+2019)

rsp,obs rsp,model
P(N|M)

ξmodel

ξobs

compare



Measurement of rsp,obs
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Fig. 1: In the top row, we show observed projected cross-correlation measurements between the clusters and galaxies (points with
error bars in red color) from left to right, for the Full, Low-z, Mid-z, and High-z cluster samples from Table 3 with the fiducial
absolute magnitude cut M

z

�5log

10

h <�18.8 for galaxy selections. Shaded colored regions show the 16th and 84th percentiles of
the model predictions from the MCMC chains for each cluster sample. The dashed profile curves in the top row show contributions
from off-centered clusters to projected cross-correlation measurements at the best-fit model parameters. The second row shows
constraints on the logarithmic derivative of the projected cross-correlation profiles without off-centering effects in equation (7).
The third row presents constraints on the three-dimensional galaxy density profile calculated as ⇢

g

(r) = h⌃
g

i⇠
3D

(r)/(2R
max

) (see
Section 3.1 for more details). The last row shows the constraints on the logarithmic derivative of the three-dimensional profiles. The
vertical black dashed lines denote mean values of R

200m

shown in Table 1 for the cluster samples. Black vertical shaded regions
show model predictions from the halo-matter cross-correlation (i.e., dark matter particle distributions around clusters) and mass-
richness relation in Appendix 1 for R2D

sp

in the second row and r3D
sp

in the third and last rows from Table 1, whereas colored vertical
shaded regions show their constraints from the MCMC chains in each cluster sample. Black shaded profile regions in the second
and last rows show derivative profiles from the model predictions for each cluster sample.
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Fig. 1: In the top row, we show observed projected cross-correlation measurements between the clusters and galaxies (points with
error bars in red color) from left to right, for the Full, Low-z, Mid-z, and High-z cluster samples from Table 3 with the fiducial
absolute magnitude cut M

z

�5log

10

h <�18.8 for galaxy selections. Shaded colored regions show the 16th and 84th percentiles of
the model predictions from the MCMC chains for each cluster sample. The dashed profile curves in the top row show contributions
from off-centered clusters to projected cross-correlation measurements at the best-fit model parameters. The second row shows
constraints on the logarithmic derivative of the projected cross-correlation profiles without off-centering effects in equation (7).
The third row presents constraints on the three-dimensional galaxy density profile calculated as ⇢

g

(r) = h⌃
g

i⇠
3D

(r)/(2R
max

) (see
Section 3.1 for more details). The last row shows the constraints on the logarithmic derivative of the three-dimensional profiles. The
vertical black dashed lines denote mean values of R

200m

shown in Table 1 for the cluster samples. Black vertical shaded regions
show model predictions from the halo-matter cross-correlation (i.e., dark matter particle distributions around clusters) and mass-
richness relation in Appendix 1 for R2D

sp

in the second row and r3D
sp

in the third and last rows from Table 1, whereas colored vertical
shaded regions show their constraints from the MCMC chains in each cluster sample. Black shaded profile regions in the second
and last rows show derivative profiles from the model predictions for each cluster sample.
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Fig. 3: The measurements and fitting results of the stacked lensing and abundance with the Planck cosmological parameters. The
red points with error bars show the measurements, and the orange shaded regions show the 16th and 84th percentiles of the model
predictions from the MCMC chains. The error bars come from the diagonal components of the covariance matrix in Table 1. The
black dashed curves show the model predictions at the best-fit parameters. The light-blue dashed curves are the best-fit models for
the lensing profiles from the off-centered clusters. We show the minimum value of reduced chi-square in the upper-right corner. We
also give ⟨M200m⟩ in each lensing panel for the median of the mean halo mass weighted by the cosmological volume and its 16th
and 84th percentiles from the MCMC chains.

Fig. 4: The measurements and fitting results with the WMAP cosmological parameters, similar to Figure 3.
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Result
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Fig. 11: We show a comparison of ratios between the observed r3D
sp

and its model prediction for fiducial results among the literature
with our results as a function of mean redshift in cluster samples. We refer to table 3 in Shin et al. (2019) as a summary table. Red
error-bars show our results with the CAMIRA clusters from the red galaxy populations only in Section 4.3 for the Low-z, Mid-z, and
High-z cluster samples. We employ median values with errors calculated from a half width of the 68% percentile region in Table 5
for simplicity. Orange error-bars show constraints with the redMaPPer clusters from SDSS (More et al. 2016) and DES (Chang et al.
2018; Shin et al. 2019), from low to high-redshift values. The average mass scale for More et al. (2016) and Chang et al. (2018) is
comparable to that for our constraints in red color, but the constraint in Shin et al. (2019) is based on a more massive mass scale with
r3D
sp,model

= 1.60,1.46,2.07 h�1

Mpc for these constraints, respectively. Blue error-bars denote constraints with clusters selected by
the Sunyaev–Zel’dovich (SZ) effects in the Planck data (Zürcher & More 2019) and the South Pole Telescope data (Shin et al. 2019)
from low to high-redshift values. The horizontal dashed line shows the 20% smaller values compared to the model predictions, as
suggested by the literature.

the fiducial redMaPPer-like finder are reduced at larger rich-
ness values in Figure 10, probably because its aperture size
increases as / �0.2 with R = R2D

sp,model

around � = 50 at
z = 0.25. However, r3D

sp,DK14 MCMC

/r3D
sp,emulator stack

for the
redMaPPer-like finder with the larger aperture is smaller than
those for the mass cuts by a ⇠ 5% level, which could be due
to the difference between their radial filters. In particular, the
CAMIRA finder employs the local background subtraction
in richness estimations to account for large-scale structure
contributions, which might provide another reason for the
smaller projection effects on splashback radii.

It is important to confirm these results with more realis-
tic mock galaxy populations with galaxy colors by applying
more realistic cluster-finding algorithms for them when avail-
able, since we here empirically employ the HOD model and the
simplified cluster-finding algorithms. Nevertheless, our results
are informative to clarify the different effects of CAMIRA and
redMaPPer on splashback radii at least qualitatively. It is also
interesting to directly compare splashback features for these two
cluster-finding algorithms by using the same datasets for clus-

ters, galaxies, and weak lensing calibrations as a fairer compar-
ison.

6 Conclusion
In this paper, we present the results of analyses on the splash-
back feature for 3316 HSC CAMIRA clusters in a wide redshift
range (0.1 < z

cl

< 1.0) with a richness range of N > 15 by fit-
ting with the DK14 model profile to projected cross-correlation
measurements between the clusters and photometric galaxies
from the HSC-SSP second public data release (⇠ 427 deg

2

for the cluster catalog). Compared to previous results us-
ing optically-selected clusters from different survey data (More
et al. 2016; Chang et al. 2018; Shin et al. 2019), we mea-
sure the projected cross-correlation functions for higher redshift
clusters even at 0.7 < z

cl

< 1.0 with fainter apparent magni-
tude limits for the galaxies (⇠ 2 mag deeper) thanks to the
depth of HSC images to investigate the splashback features
around the clusters, which allows us to study splashback fea-
tures in great detail even for such a small survey area. In this
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redshift
• highest redshift detection
• rsp consistent between observation and theory

HSC

SDSS, DES



Why?

SDSS/DES 

redMaPPer (Rykoff+2014) 

red-sequence method
N-depend. filter size
(Rc~0.7Mpc/h for N=20)

global background subt.

CAMIRA (MO 2014) 

HSC 

red-sequence method
N-independ. filter size

(Rc~1Mpc/h)

local background subt.

different systematics due to 
different cluster finding method??



Mock analysis
see also Sunayama & More 2019; Sunayama+2020

N-body
simulations

populate
galaxies
(HOD)

“cluster
  finding”
in mock

mock
obs. of

rsp

CAMIRA or
redMaPPer
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Fig. 8: Same as Figure 7, but for the redMaPPer-like cluster-finding algorithm with the fiducial aperture size in our mock catalog.
We use observational measurements of the abundance and lensing profiles for the SDSS redMaPPer clusters at 0.1 < z

cl

< 0.33 in
Murata et al. (2018). We also use the best-fit model for the lensing profiles in Murata et al. (2018) in the right panel.

ing profiles in Murata et al. (2019) for the Low-z cluster sample
quite well within the error-bars in observations. They are also
consistent with the best-fit model in Murata et al. (2019) at a
⇠ 10% level. In particular, a mean mass averaged over halos
with identified central galaxies at 15<N <200 in the mock cat-
alog for the CAMIRA-like finder is 1.8⇥ 10

14h�1M�, which
is consistent with the one in Table 1 within the 1� uncertainty
for the Low-z cluster sample derived from the mass-richness re-
lation in Murata et al. (2019). The total number of clusters in
the simulation for the CAMIRA-like is 23486 at 15 < N < 200.
For the redMaPPer-like cluster-finding algorithm with the fidu-
cial aperture size, we also check a consistency with the obser-
vation of the SDSS redMaPPer at 0.1 < z

cl

< 0.33 in Murata
et al. (2018). In Figure 8 we show the comparison, suggest-
ing that the cluster abundance density and lensing profiles for
the redMaPPer-like cluster-finder also match to the observation
approximately.

Given the cluster catalog with halo mass and richness val-
ues and the HOD galaxy catalog, we conduct mock observa-
tions with the DK14 fitting and mock model calculations with
the emulator by closely following our procedure in the data
analysis with real data to investigate whether these two values
match within statistical errors for each mock cluster-finding al-
gorithm, or not due to the projection effects. First, we esti-
mate the splashback radius in the three-dimensional space r3D

sp

from the projected cross-correlation functions in the mock cata-
logs. We compute these projected cross-correlation functions
for each cluster sample after selection and the HOD galaxy

catalog, where we use the maximum integral scale along the
line-of-sight direction of 100 h�1

Mpc. We use 64 jackknife
regions in order to compute the covariance in these measure-
ments. We then repeat the MCMC fitting procedure with the
DK14 profile assuming the spherical symmetry as in Section 3
to the mock projected cross-correlation functions in order to es-
timate r3D

sp

(⌘ r3D
sp,DK14 MCMC

). Note that we do not include
the off-centering model for simplicity since our mock cluster-
finding algorithms do not account for the off-centering effects.
Second, we calculate the mock model calculations with the em-
ulator following Appendix 1. For each cluster sample after
selection, we calculate the average profiles of ⇠

hm

(r;M,z) at
z = 0.25 by stacking over the halo masses for massive main
halos with identified central galaxies for each cluster sample
similarly to Appendix 1 to calculate the splashback radius as
model predictions (⌘ r3D

sp,emulator stack

). These model predic-
tions in the mock catalogs correspond to those for the real data
with the observed mass-richness relation used in Appendix 1,
as long as the observed mean mass given a fixed richness value
via the mass-richness relation from weak lensing measurements
is sufficiently close to true masses of such massive main ha-
los. As discussed in Shin et al. (2019), the location of splash-
back radius scales as ⇠ M1/3 and thus we require a roughly
30% biases in the observed mass-richness relation compared to
the massive main halo masses to explain a 10% deviation in
model predictions for r3D

sp

, but this level of mass bias would be
unlikely (Sunayama et al. in prep.). Thus, our mock model
predictions closely resemble the procedure for the real data in

abundance and lensing
consistent with obs.
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Fig. 9: We show results for the CAMIRA-like cluster-finding algorithm in our mock catalog. Left panel: We show a comparison
of estimated locations of r3D

sp

based on the DK14 profile fitting assuming the spherical symmetry to the projected cross-correlation
functions between halos and the HOD galaxies in the simulation, and those from the emulator stack when selecting halos based
on halo masses (i.e., without projection effects related to richness values). As expected from the construction of the HOD galaxy
catalog, the two values match quite well (see texts for more details). The blue horizontal line denotes the average value of the ratio,
1.05. We estimate the error-bars from the MCMC chains with half widths of the 68% percentile region. Right panel: Similarly
to the left panel, we compare the observed splashback radii from the DK14 fitting to the projected cross-correlation functions with
those from the emulator stack, but here we select halos based on richness values with projection effects. We use ten richness bins
with bin edges of N = [15.0,17.6,20.6,24.2,28.4,33.3,39.1,45.9,53.8,74.0,200.0]. The constraint for the CAMIRA-like finder
is r3D

sp,DK14 MCMC

/r3D
sp,emulator stack

= 1.06± 0.03 for the sample of 15 < N < 200, which is consistent with 1.05 from the mass
selection in the left panel without projection effects, and its uncertainty is smaller than our statistical errors in the HSC data analysis.

Appendix 1. These procedures in the mock catalog are different
from those in Sunayama & More (2019) with the Millennium
Simulation, where the Abel transformation is employed to eval-
uate the asymmetry of galaxies around clusters after richness
selections in projected spaces. We instead investigate the bi-
ases in r3D

sp

by following the procedures for the real data more
directly.

We first show comparisons for cluster samples with mass
threshold selections as M

200m

> M
min

. These selections are
not related to richness values, and hence this comparison shows
the difference between r3D

sp,DK14 MCMC

and r3D
sp,emulator stack

for cases without projection effects. We expect that these
values match quite well since we construct the HOD galaxy
catalog based on ⇠

hm

(r; M, z) for the radial distribution of
satellite galaxies in r < r3D

sp

with a sharp drop at r = r3D
sp

.
For the HOD catalog with the CAMIRA-like finder, we find
that r3D

sp,DK14 MCMC

/r3D
sp,emulator stack

' 1.05 over a wide mass
range above M

200m

=10

13h�1M� as shown in the left panel of
Figure 9. The values for r3D

sp,DK14 MCMC

are slightly larger than
r3D
sp,emulator stack

since our HOD model catalog employs ↵ =

1.15 for the mass dependence in the number of HOD galaxies as
/ M↵

200m

with a larger weight on more massive halos, whereas
the approximately corresponding number for the emulator stack
is
R

r

3D

sp

0

r2dr⇠
hm

(r;M
200m

, z), which is roughly propotional to
M

200m

. For the different HOD catalog with the redMaPPer-like
cluster finders, we find that r3D

sp,DK14 MCMC

/r3D
sp,emulator stack

'
1.01 over the wide mass range in the left panel of Figure 10,
since this HOD model catalog instead employs ↵ = 1. We
use r3D

sp,DK14 MCMC

/r3D
sp,emulator stack

= 1.05 or 1.01 for the
CAMIRA-like and redMaPPer-like cluster finders, respec-
tively, as a baseline when we discuss the significance of pro-
jection effects in comparisons between r3D

sp,DK14 MCMC

and
r3D
sp,emulator stack

below.

Next, we show comparisons when selecting the halos with
richness values for each cluster-finding algorithm in the right
panel of Figures 9 or 10 to investigate projection effects on the
splashback radius. For the CAMIRA-like cluster-finding algo-
rithm, we find that r3D

sp,DK14 MCMC

/r3D
sp,emulator stack

is consis-
tent with that (i.e., 1.05) without projection effects at all rich-
ness bins above N = 15 at a precision of 5%, which is well

mass selection richness selection

• systematics on rsp negligibly small 
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Fig. 10: Same as Figure 9, but for the redMaPPer-like cluster-finding algorithms with the fiducial and larger aperture sizes
in our mock catalog. The blue horizontal line denotes the average value of the ratio in the left panel, 1.01. We use the
same richness bins as Figure 9 in the right panel. The constraint for the redMaPPer-like with the fiducial aperture size is
r3D
sp,DK14 MCMC

/r3D
sp,emulator stack

= 0.86± 0.03 for the sample of 20 < � < 100, which is smaller than 1.01 from the mass cuts
by ⇠ 15% and is consistent with the trend of the smaller value in observation (More et al. 2016; Chang et al. 2018). The biases are
smaller at higher richness bins, which is also consistent with the literature (Shin et al. 2019). In contrast, with the redMaPPer-like
with the larger aperture (⇥1.35), the biases are significantly reduced even at lower richness bins within a ⇠ 5% level compared to
the mass cuts.

below our statistical errors. In particular, the constraint for the
sample of 15 < N < 200 is r3D

sp,DK14 MCMC

/r3D
sp,emulator stack

=

1.06± 0.03 with r3D
sp,emulator stack

= 1.6 h�1

Mpc. This result
suggests that the biases of projection effects on r3D

sp

estimated
from the DK14 fitting should be negligible for CAMIRA in our
HSC data analysis. Since CAMIRA employs the constant aper-
ture size independent of richness values, our mock analysis con-
firms that we indeed detect the physical splashback radii of ha-
los rather than artifact due to optical cluster finding that selects
overdensities of galaxies within a given radius.

In the right panel of Figure 10, we also show the re-
sults for the redMaPPer-like algorithms. For the redMaPPer-
like finder with the fiducial aperture size, we find that the
observed splashback radii from the DK14 fitting are smaller
than the model predictions, especially at lower richness val-
ues. Specifically, the constraint for the sample of 20 < � <

100 is r3D
sp,DK14 MCMC

/r3D
sp,emulator stack

= 0.86 ± 0.03 with
r3D
sp,emulator stack

=1.7 h�1

Mpc, suggesting a ⇠ 15% bias com-
pared to that without projection effects (i.e., 1.01). This trend
is consistent with the results of the smaller observed splash-
back radii in the literature with redMaPPer clusters (More et al.
2016; Chang et al. 2018; Shin et al. 2019). In particular, the
mass scales for More et al. (2016) and Chang et al. (2018) are

comparable to that for 20 < � < 100 above, whereas the mass
scale for Shin et al. (2019) is more massive with r3D

sp,model

'
2.1 h�1

Mpc. As shown in Figure 11, the result of Shin et al.
(2019) is more consistent with their model predictions, which
is also consistent the right panel of Figure 10 with the smaller
biases at higher richness values.

In addition, we show that the biases are significantly
reduced even at lower richness bins for the redMaPPer-
like finder with the larger (⇥1.35) aperture size as
r3D
sp,DK14 MCMC

/r3D
sp,emulator stack

' 0.95. These results
suggest that the smaller aperture size in the fiducial
redMaPPer-like finder than the splashback feature scale
of R2D

sp,model

' 1.1 h�1

Mpc in comoving coordinates (see
Table 1) induces selection bias effects on the observed splash-
back radii. Specifically, the fiducial redMaPPer finder uses
R = 0.72 h�1

Mpc at � = 20 in physical coordinates (i.e.,
R = 0.90 h�1

Mpc in comoving coordinates at z = 0.25) which
is smaller than the scale of R2D

sp,model

above. On the other
hand, the redMaPPer with the larger aperture at � = 20 and
CAMIRA with the smaller biases on the observed splashback
radii employs R = 1.0 h�1

Mpc in physical coordinates
(R = 1.25 h�1

Mpc in comoving coordinates at z = 0.25),
which is larger than the scale of R2D

sp,model

. The biases for
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mass selection richness selection

original redMaPPer

redMaPPer w/ larger filter

• ~20% bias (similar to obs!)  on rsp for original setup
• bias reduced for larger radial filter size 



• HSC measurements of splashback radius rsp 
out to z~1 using CAMIRA clusters

• consistent with theoretical expectation

• mock analysis indicates that ~20% smaller 
rsp previously found was due to systematics 
associated with redMaPPer cluster finder

• with better understanding of systematics, 
we can use rsp as a useful cosmological 
probe in the future!

Summary
Murata, Sunayama, MO, More+ arXiv:2001.01160


