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Dark Matter

cosmological constant?
Dark Energy? modify gravity?

ultra-high 
energy physics?
alternative to 
inflation? H0/S8 ``Tensions’’

Key Questions in Cosmology
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Galaxy Surveys Have a lot to Offer

SDSS  DR13

Stage IV: LSST

“Stage III”: DES, HSC, KiDS etc.



Outline

• The Dark Energy Survey (DES)

• Recent DES cosmology result highlight

• DES in the next few months

• Rubin Observatory’s Legacy Survey of Space and Time (LSST)
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DES is an imaging survey using the 
Dark Energy Camera on the Blanco telescope

SV: 2012-2013, Y1: 2013-2014
Survey finished Jan 9, 2019

5 filter bands (grizY), 3 sq. deg FOV, 
5.5 years, 5000 sq. deg, i~24

Wide field and time-domain science

Image credit: DES 7
(1 tiling =  
90 s exposure)

The Dark Energy Survey
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DES is an imaging survey using the 
Dark Energy Camera on the Blanco telescope

SV: 2012-2013, Y1: 2013-2014
Survey finished Jan 9, 2019

5 filter bands (grizY), 3 sq. deg FOV, 
5.5 years, 5000 sq. deg, i~24

Wide field and time-domain science

Image credit: DES 7
(1 tiling =  
90 s exposure)

The Dark Energy Survey

Y1

SV
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Image credit: DES

The Dark Energy Survey

Insert twitter photo of last image being taken

#DESendofnights

#DESendofnight



Papers are Rolling Out… 

List of recent WL-related papers from DES, posted or published since the last DESC meeting:

• A Detection of CMB-Cluster Lensing using Polarization Data from SPTpol, S. Raghunathan et al., 1907.08605
• Blinding multi-probe cosmological experiments, J. Muir et al., 1911.05929
• Cosmological Constraints from Multiple Probes in the Dark Energy Survey, DES Collaboration, 1811.02375
• Cosmological lensing ratios with DES Y1, SPT and Planck, J. Prat et al., 1810.02212
• Detection of cross-correlation between gravitational lensing and gamma rays, S. Ammazzalorso, D. Gruen et al., 1907.13484
• DES Y1 results: Calibration of Cluster Mis-centering in the redMaPPer Catalogs, Y. Zhang et al., 1901.07119
• DES Y1 results: Joint Analysis of Galaxy Clustering, Galaxy Lensing, and CMB Lensing Two-point Functions, DES 

Collaboration et al., 1810.02322
• DES Y1 results: Methodology and Projections for Joint Analysis of Galaxy Clustering, Galaxy Lensing, and CMB Lensing 

Two-point Functions, E. J. Baxter et al., 1802.05257
• DES Y1 results: Methods for Cluster Cosmology and Application to the SDSS, M. Costanzi et al., 1810.09456
• DES Y1 results: The effect of intra-cluster light on photometric redshifts for weak gravitational lensing, D. Gruen et al., 

1809.04599
• DES Y1 results: The relationship between mass and light around cosmic voids, Y. Fang, N. Hamaus et al., 1909.01386
• DES Y1 results: tomographic cross-correlations between DES galaxies and CMB lensing from SPT+Planck, Y. Omori et al.,, 

1810.02342
• DES Y1 results: Wide field mass maps via forward fitting in harmonic space, B. Mawdsley et al.,, 1905.12682
• Monte Carlo Control Loops for cosmic shear cosmology with DES Year 1, T. Kacprzak et al., 1906.01018
• Optimising Automatic Morphological Classification of Galaxies with Machine Learning and Deep Learning using Dark 

Energy Survey Imaging, T.Y. Cheng, et al., 1908.03610
• Producing a BOSS-CMASS sample with DES imaging, S. Lee et al., 1906.01136
• The lensing imprint of DES voids on the Cosmic Microwave Background, P. Vielzeuf et al., 1911.02951
• The SPTpol Extended Cluster Survey, L. E. Bleem et al., 1910.04121

Since Nov 2019
!9



• 3x2pt Cosmology: 1708.01530

• 5x2pt Cosmology: 1810.02322

• SN Cosmology: 1811.02374

• Strong Lensing H0: 1910.06306

• GW constraints on H0: 1901.01540

•

Papers are Rolling Out… 

DES et al. (2019) Soares-Santos, Palmese et al. (2019)

Shajib et al. (2019)
+ lots of non-
cosmology papers!
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https://arxiv.org/abs/1708.01530
https://arxiv.org/abs/1810.02322
https://arxiv.org/abs/1811.02374
https://arxiv.org/abs/1910.06306
https://arxiv.org/abs/1901.01540


Subsets of 3x2pt have been explored in previous 
literature. DES sets a new “normal”.

✓

✓

✓

1) Cosmic shear

2) Galaxy-galaxy lensing

3) Galaxy clustering
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3x2pt Cosmology



Subsets of 3x2pt have been explored in previous 
literature. DES sets a new “normal”.

✓

✓

✓

1) Cosmic shear

2) Galaxy-galaxy lensing

3) Galaxy clustering

 11

H
ir

on
ao

’s 
ta

lk

3x2pt Cosmology



• 2 samples of galaxies: lens    and source

• Each binned into multiple redshift bins

• Consider all auto- and cross-correlations

11

1,1

101 102

� (arcmin)

1,1

1,2

101 102

� (arcmin)

1,2

1,3

101 102

� (arcmin)

1,3

0

2

��
+
/1

0�
4

1,4

101 102

� (arcmin)

0

2

��
�
/1

0�
4

1,4

2,2

2,2

2,3

2,3

0.0

2.5

��
+
/1

0�
4

2,4

0.0

2.5

��
�
/1

0�
4

2,4

3,3

3,3

0.0

2.5

��
+
/1

0�
4

3,4

0.0

2.5

��
�
/1

0�
4

3,4

0

5

��
+
/1

0�
4

4,4

0

5

��
�
/1

0�
4

4,4

FIG. 4. The measured shear correlation function ⇠+ (top triangle) and ⇠� (bottom triangle) for the DES Y1 METACALIBRATION catalog.
Results are scaled by the angular separation (✓) to emphasize features and differences relative to the best-fit model. The correlation functions
are measured in four tomographic bins spanning the redshift ranges listed in Table I, with labels for each bin combination in the upper left
corner of each panel. The assignment of galaxies to tomographic bins is discussed in Sec. II B. Scales which are not used in the fiducial
analysis are shaded (see Sec. VII A). The best-fit ⇤CDM theory line from the full tomographic analysis is also plotted as the solid line. We
find a �

2 of 268 for 211 degrees of freedom in the non-shaded regions, which is discussed in Sec. VIII A.

We also test the level of shape noise in the covariance ma-
trix by comparing halo model covariance predictions for ⇠�
on small scales (2.5 < ✓ < 10 arcmin), where shape noise
dominates, to jackknife estimates for both shape catalogs from
the data. We find very good agreement for METACALIBRA-
TION, but there is an indication that in two tomographic bins,
the shape noise of IM3SHAPE may be underestimated by up
to 20%. We believe this is due to an unresolved issue with the
empirically derived weights as a function of redshift. Since we
use IM3SHAPE only to validate that our shape measurement
and calibration is robust, this would only result in a slight in-
flation of the significance of this test in Sec. IX B.

VI. BLINDING

For the DES Y1 analysis, we have maintained a catalog-
level blinding scheme similar to the DES SV analyses, but
rescaling |⌘| = 2 arctanh |e| by a factor between 0.9 and 1.1
(see [92] for a review of blinding in general). This catalog

blinding 16 was preserved until the catalogs and primary DES
Y1 cosmological analyses and papers (this work and [51])
completed a first round of the DES internal review process.
All calculations were then repeated with the unblinded cata-
logs for the final version of this paper.

In addition to this catalog-level blinding, no comparison
to theory at the two-point level (⇠±) or of cosmological con-
tours was made, nor were central values of any cosmological

16 During the internal review process for [54], it was discovered that separate,
but equivalent, oversights in the shear calibration of the two catalogs led
to a substantial fraction (e.g., the linear part in e) of the blinding factor
being calibrated. This was undiscovered until the catalogs were finalized,
and thus had no impact on catalog-level choices. It is valid to question
whether this invalidated our blinding strategy at the parameter estimation
level. It did not, for two reasons: 1) only a few people in the collaboration
were aware of the potential issue until after we unblinded the cosmolog-
ical parameters, minimizing any impact, and 2) The secondary blinding
enforced at the two-point and parameter level ensured that even had we
become aware of this oversight much sooner, it could not have led to ex-
perimenter bias in our analyses.
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FIG. 2. Tangential shear measurements for Metacalibration and im3shape together with the best-fit theory lines from
the DES Y1 multiprobe cosmological analysis [23]. Scales discarded for the cosmological analysis, smaller than 12 h�1Mpc
in comoving distance, but which are used for the shear-ratio test, are shown as shaded regions. Unfilled points correspond
to negative values in the tangential shear measurement, which are mostly present in the lens-source combinations with
low signal-to-noise due to the lenses being at higher redshift than the majority of sources. HiDens, HiLum and HigherLum

correspond to the three redmagic samples (High Density, High Luminosity and Higher Luminosity) described in Sec. III A
.
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FIG. 7. Two-point correlation functions for the fiducial analysis in each combination of the 5 redshift bins. The left panel
shows the auto-correlation used in Y1COSMO and the galaxy bias measurements. A correction for correlations with survey
properties is applied according to the methodology in Section V. The grey dashed line is the correlation function calculated
without the SP weights. The black points use the 2��2(68) weights. The right panel shows the cross-correlation of the redshift
bins, shown here as a consistency check. These measurements are expected to be non-zero, with a significance related to the
degree of overlap in the n(z) displayed in Fig. 2. The numbers in each panel correspond to the redshift bins used in the cross-
correlation. The error-bars in the cross-correlations were calculated using the log-normal mock surveys used for Y1COSMO
covariance validation [20]. We show correlations down to ✓ = 100 to highlight the goodness of the fit towards small scales, but
data points within grey shaded regions have not been used in bias constraints or the galaxy clustering part of Y1COSMO.
That scale cut has been set in co-moving coordinates at 8Mpch�1. The solid red curve is the best-fit model using only the
w(✓) auto-correlations at fixed cosmology, using �zi priors from [29]. The solid blue curve is the best-fit model from the full
cosmological analysis in Y1COSMO. For many of the cross-correlation panels, these predictions are indistinguishable.

form matches that applied to BOSS [46, 47]; we believe
it is thus the expected form when morphological cuts
are applied to reject stars (as this is what causes the
relationship for BOSS).

Each galaxy i in the sample is then assigned a weight
1/Fsys(si) where si is the value of the systematic at the
galaxy’s location on the sky. This weight is then used
when calculating w(✓) and in all further null tests.

In this sample we find evidence of multiple systemat-
ics at a significance of ��

2
/��

2(68) > 3, some of which
are correlated with each other. To account for this, we
first apply weights for the systematic with the highest
��

2
/��

2(68). Then, using the weighted sample, we re-
measure the significance of each remaining potential sys-

tematic and repeat the process until there are no system-
atics with a significance greater than a��

2
/��

2(68) = 3
threshold. The final weights are the product of the
weights from each required systematic. We also produce
weights using a threshold of ��

2
/��

2(68) = 2, allowing
us to determine if using a greater threshold has any im-
pact on our clustering measurements. We refer to these
weights as the 3��

2(68) and 2��
2(68) weights respec-

tively.

The final weights used in this sample are described in
Table III. The SP maps are either the depth or properties
that contribute to the depth (e.g. holding everything else
fixed, a longer exposure time will result in an increased
depth). Thus, in bins where multiple SP weights were

Elvin-Poole et al. (2017)Prat et al. (2017)Troxel et al. (2017)
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FIG. 1. (Top panel): Redshift distributions of redMaGiC
lens galaxies divided in tomographic bins (colors) and for
the combination of all of them (black). The n(z)’s are ob-
tained stacking individual Gaussian distributions for each
galaxy. (Bottom panel): The same, but for our two weak
lensing source samples, Metacalibration and im3shape,
using the BPZ photometric redshift code.

defining an effective ⌃�1
crit integrating over the corre-

sponding redshift distributions. For a given lens bin
i and source bin j, this has the following form:

⌃�1 i,j
crit,e↵ =

Z Z
dzldzs n

i
l(zl) n

j
s(zs) ⌃�1

crit(zl, zs). (5)

We need to assume a certain cosmology (flat ⇤CDM
with ⌦m = 0.3) when calculating the angular diameter
distances in ⌃�1

crit. The results presented in this anal-
ysis depend only weakly on this choice of cosmology,
as we will further discuss in the relevant sections (see
Sec. VI).

III. DATA AND SIMULATIONS

The Dark Energy Survey is a photometric survey that
will cover about one quarter of the southern sky (5000
sq. deg.) to a depth of r > 24, imaging about 300
million galaxies in 5 broadband filters (grizY ) up to
redshift z = 1.4 [37, 38]. In this work we use data from
a large contiguous region of 1321 sq. deg. of DES Year 1
observations which overlaps with the South Pole Tele-
scope footprint �60 deg. < � < �40 deg. and reaches a
limiting magnitude of ⇡ 23 in the r-band (with a mean
of 3 exposures out of the planned 10 for the full survey).
Y1 images were taken between 31 Aug 2013 and 9 Feb
2014.

A. Lens sample: redMaGiC

The lens galaxy sample used in this work is a subset
of the DES Y1 Gold Catalog [39] selected by redMaGiC
[29], which is an algorithm designed to define a sample

of luminous red galaxies (LRGs) with minimal photo-z
uncertainties. It selects galaxies above some luminosity
threshold based on how well they fit a red sequence tem-
plate, calibrated using redMaPPer [30, 31] and a sub-
set of galaxies with spectroscopically verified redshifts.
The cutoff in the goodness of fit to the red sequence
is imposed as a function of redshift and adjusted such
that a constant comoving number density of galaxies is
maintained. The redMaGiC photo-z’s show excellent
performance, with a scatter of �z/(1+ z) = 0.0166 [35].
Furthermore, their errors are very well characterized
and approximately Gaussian, enabling the redshift dis-
tribution of a sample, n(z), to be obtained by stacking
each galaxy’s Gaussian redshift probability distribution
function (see [29] for more details).

The sample used in this work is a combination of
three redMaGiC galaxy samples, each of them defined
to be complete down to a given luminosity thresh-
old Lmin. We split the lens sample into five equally-
spaced tomographic redshift bins between z = 0.15 and
z = 0.9, with the three lower redshift bins using the
lowest luminosity threshold of Lmin = 0.5L

? (named
High Density sample) and the two highest redshift bins
using higher luminosity thresholds of Lmin = 1.0L

? and
Lmin = 1.5L

? (named High Luminosity and Higher
Luminosity samples, respectively). Using the stack-
ing procedure mentioned above, redshift distributions
are obtained and shown in Fig. 1. Furthermore, red-
MaGiC samples have been produced with two different
photometric reduction techniques, MAG_AUTO and Multi-
object fitting photometry (MOF), both described in [39].
We follow the analysis of [35] and we use MAG_AUTO pho-
tometry for the three lower redshift bins and MOF pho-
tometry for the rest, as it was found in [35] that this
combination was optimal in minimizing systematic ef-
fects that introduce spurious angular galaxy clustering.

B. Source samples: Metacalibration and
im3shape

Metacalibration [40, 41] is a recently developed
method to accurately measure weak lensing shear using
only the available imaging data, without need for prior
information about galaxy properties or calibration from
simulations. The method involves distorting the image
with a small known shear, and calculating the response
of a shear estimator to that applied shear. This new
technique can be applied to any shear estimation code
provided it fulfills certain requirements. For this work,
it has been applied to the ngmix shear pipeline [42],
which fits a Gaussian model simultaneously in the riz

bands to measure the ellipticities of the galaxies. The
details of this implementation can be found in [43]. We
will refer to the ngmix shear catalog calibrated using
that procedure as Metacalibration.

im3shape is based on the algorithm by [44], modi-
fied according to [45] and [43]. It performs a maximum
likelihood fit using a bulge-or-disk galaxy model to esti-
mate the ellipticity of a galaxy, i.e. it fits de Vaucouleurs
bulge and exponential disk components to galaxy im-
ages in the r band, with shear biases calibrated from
realistic simulations [43, 46].

Prat et al. (2017)
DES Y1 3x2pt Cosmology

Blinded analysis



3x2pt Cosmology

5

FIG. 2. Estimated redshift distributions of the redMaGiC
lens galaxy sample (dashed lines) and the metacal source
galaxy sample (solid lines) for the Y1KP analysis. The lens
and source galaxies are split into five and four tomography
bins respectively. See [33–36] for details.

sample from the DES-Y1 gold catalog [32] and the shear
catalog are described in Zuntz et al. [40], and the source
redshift estimates are described Hoyle et al. [36], respec-
tively. We summarize here the specifications of the Y1KP
data, which we use as input for the simulated likelihood
analyses presented in this paper.

Source galaxies We use the redshift distribution of
the metacal [see 44, 45, for details of the algorithm]
shear catalog described in [40]. This includes 5.2
galaxies/arcmin2, split into 4 tomography bins. These
are shown as solid lines in Fig. 2, with e↵ective number
densities of 1.5, 1.5, 1.6, 0.8 galaxies/arcmin2, for the 4
bins respectively.

Lens galaxies The redMaGiC lens galaxy sample is
described in [37] and split into 5 tomographic bins, which
are shown as dashed lines in Fig. 2, with number densities
of 0.013, 0.03, 0.05, 0.03, 0.009 galaxies/arcmin2, for the
5 bins respectively.

Galaxy–galaxy lensing We consider all combinations
of lens and source bins for the galaxy–galaxy lensing
correlation functions. While galaxy–galaxy lensing re-
quires the source galaxies to be located at higher redshift
than the lens galaxies, the signals from all tomography
bin combinations contribute to the self-calibration of
photometric redshifts, intrinsic alignments, and other
systematic e↵ects.

We denote the projected (angular) density contrast of
redMaGiC galaxies in redshift bin i by �

i
g, the conver-

gence field of source tomography bin j as j , the redshift
distribution of the redMaGiC/source galaxy sample in
tomography bin i as n

i
g/(z), and the angular number

densities of galaxies in this redshift bin as

n̄
i
g/ =

Z
dz n

i
g/(z) . (2)

The radial weight function for clustering in terms of the
comoving radial distance � is

q
i
�g(k,�) = b

i (k, z(�))
n
i
g(z(�))

n̄i
g

dz

d�
, (3)

with b
i(k, z(�)) the galaxy bias of the redMaGiC galaxies

in tomography bin i, and the lensing e�ciency

q
i
(�) =

3H2
0⌦m

2c2
�

a(�)

Z �h

�
d�0n

i
(z(�

0))dz/d�0

n̄i


�
0 � �

�0 ,

(4)
with H0 the Hubble constant, c the speed of light, and
a the scale factor. Under the Limber approximation, the
angular power spectra for cosmic shear, galaxy-galaxy
lensing, and galaxy clustering can be written as

C
ij
(l) =

Z
d�

q
i
(�)q

j
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�
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(5)

with PNL(k, z) the non-linear matter power spectrum at
wave vector k and redshift z.
The angular two-point clustering correlation function

w is computed from the angular power spectrum as

w
i(✓) =

X

l

2l + 1

4⇡
Pl (cos(✓)) C

ii
�g�g(l) , (6)

with Pl(x) the Legendre polynomial of order l. We re-
stricted w to auto-correlations within each tomography
bin, as the cross-correlations are used in the redshift vali-
dation of the redMaGiC sample [35] and are not included
in the data vector for the cosmology analysis.
We compute the galaxy–galaxy lensing two-point func-

tion �t and the cosmic shear two-point functions ⇠± using
the flat-sky approximation

�
ij
t (✓) =

Z
dl l

2⇡
J2(l✓)C

ij
�g

(l) , (7)

⇠
ij
+/�(✓) =

Z
dl l

2⇡
J0/4(l✓)C

ij
(l) , (8)

with Jn(x) the n-th order Bessel function of the first
kind. We verified that di↵erences between the flat-sky
approximation and full-sky calculation for �t and ⇠± [46]
are negligible compared to the DES-Y1 statistical uncer-
tainties, in agreement with [47].
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FIG. 2. Estimated redshift distributions of the redMaGiC
lens galaxy sample (dashed lines) and the metacal source
galaxy sample (solid lines) for the Y1KP analysis. The lens
and source galaxies are split into five and four tomography
bins respectively. See [33–36] for details.

sample from the DES-Y1 gold catalog [32] and the shear
catalog are described in Zuntz et al. [40], and the source
redshift estimates are described Hoyle et al. [36], respec-
tively. We summarize here the specifications of the Y1KP
data, which we use as input for the simulated likelihood
analyses presented in this paper.

Source galaxies We use the redshift distribution of
the metacal [see 44, 45, for details of the algorithm]
shear catalog described in [40]. This includes 5.2
galaxies/arcmin2, split into 4 tomography bins. These
are shown as solid lines in Fig. 2, with e↵ective number
densities of 1.5, 1.5, 1.6, 0.8 galaxies/arcmin2, for the 4
bins respectively.

Lens galaxies The redMaGiC lens galaxy sample is
described in [37] and split into 5 tomographic bins, which
are shown as dashed lines in Fig. 2, with number densities
of 0.013, 0.03, 0.05, 0.03, 0.009 galaxies/arcmin2, for the
5 bins respectively.

Galaxy–galaxy lensing We consider all combinations
of lens and source bins for the galaxy–galaxy lensing
correlation functions. While galaxy–galaxy lensing re-
quires the source galaxies to be located at higher redshift
than the lens galaxies, the signals from all tomography
bin combinations contribute to the self-calibration of
photometric redshifts, intrinsic alignments, and other
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with H0 the Hubble constant, c the speed of light, and
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with PNL(k, z) the non-linear matter power spectrum at
wave vector k and redshift z.
The angular two-point clustering correlation function

w is computed from the angular power spectrum as
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with Pl(x) the Legendre polynomial of order l. We re-
stricted w to auto-correlations within each tomography
bin, as the cross-correlations are used in the redshift vali-
dation of the redMaGiC sample [35] and are not included
in the data vector for the cosmology analysis.
We compute the galaxy–galaxy lensing two-point func-

tion �t and the cosmic shear two-point functions ⇠± using
the flat-sky approximation
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with Jn(x) the n-th order Bessel function of the first
kind. We verified that di↵erences between the flat-sky
approximation and full-sky calculation for �t and ⇠± [46]
are negligible compared to the DES-Y1 statistical uncer-
tainties, in agreement with [47].
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FIG. 2. Estimated redshift distributions of the redMaGiC
lens galaxy sample (dashed lines) and the metacal source
galaxy sample (solid lines) for the Y1KP analysis. The lens
and source galaxies are split into five and four tomography
bins respectively. See [33–36] for details.
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catalog are described in Zuntz et al. [40], and the source
redshift estimates are described Hoyle et al. [36], respec-
tively. We summarize here the specifications of the Y1KP
data, which we use as input for the simulated likelihood
analyses presented in this paper.

Source galaxies We use the redshift distribution of
the metacal [see 44, 45, for details of the algorithm]
shear catalog described in [40]. This includes 5.2
galaxies/arcmin2, split into 4 tomography bins. These
are shown as solid lines in Fig. 2, with e↵ective number
densities of 1.5, 1.5, 1.6, 0.8 galaxies/arcmin2, for the 4
bins respectively.
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described in [37] and split into 5 tomographic bins, which
are shown as dashed lines in Fig. 2, with number densities
of 0.013, 0.03, 0.05, 0.03, 0.009 galaxies/arcmin2, for the
5 bins respectively.

Galaxy–galaxy lensing We consider all combinations
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quires the source galaxies to be located at higher redshift
than the lens galaxies, the signals from all tomography
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with H0 the Hubble constant, c the speed of light, and
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with PNL(k, z) the non-linear matter power spectrum at
wave vector k and redshift z.
The angular two-point clustering correlation function

w is computed from the angular power spectrum as
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with Pl(x) the Legendre polynomial of order l. We re-
stricted w to auto-correlations within each tomography
bin, as the cross-correlations are used in the redshift vali-
dation of the redMaGiC sample [35] and are not included
in the data vector for the cosmology analysis.
We compute the galaxy–galaxy lensing two-point func-

tion �t and the cosmic shear two-point functions ⇠± using
the flat-sky approximation
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with Jn(x) the n-th order Bessel function of the first
kind. We verified that di↵erences between the flat-sky
approximation and full-sky calculation for �t and ⇠± [46]
are negligible compared to the DES-Y1 statistical uncer-
tainties, in agreement with [47].
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FIG. 5. Multi-probe
correlation matrix
for a joint data
vector of cosmic
shear, galaxy–galaxy
lensing, and galaxy
clustering including
the non-Gaussian
terms, with the
same ordering as the
data vector shown in
Fig. 3. The upper left
triangle shows the
correlation matrix
obtained from 1200
lognormal realiza-
tions (see Sect. III B
for details), the lower
right shows the cor-
relation matrix of the
non-Gaussian halo
model covariance
(see Sect. III A).
We recommend a
zoom factor of ⇠ 5
to inspect structures
within the matrix.

A. Halo Model Covariances

The covariance of two angular two-point functions
⌅,⇥ 2 {w, �t, ⇠+, ⇠�} is related to the covariance of the
angular power spectra by

Cov
�
⌅ij(✓), ⇥km(✓0)

�
=

Z
dl l

2⇡
Jn(⌅)(l✓)

Z
dl

0
l
0

2⇡
Jn(⇥)(l

0
✓
0)
h
CovG

⇣
C

ij
⇥ (l), Ckm

⌅ (l0)
⌘
+CovNG

⇣
C

ij
⇥ (l), Ckm

⌅ (l0)
⌘i

,

(15)

with C⇠+ ⌘ C⇠� ⌘ C, C�t ⌘ C�g and Cw ⌘ C�g�g
in the notation of Eqs. (5), and where the order of the
Bessel function is given by n = 0 for ⇠+, w, n = 2
for �t, and n = 4 for ⇠�. We calculate the covariance

of the angular power spectra Cov
⇣
C
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⇥ (l), Ckm
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⌘

as

the sum on Gaussian CovG and non-Gaussian covariance
CovNG, which includes super-sample variance [74], as de-
tailed in Krause and Eifler [22], using the halo model to
compute the higher-order matter correlation functions.
Equation 15 gives the covariance of two-point functions
at angles ✓ and ✓

0, and does not account for the finite
width of angular bins. In practice, the covariance of two-
point functions in angular bins is often evaluated at rep-
resentative angles for each bin, assuming that the covari-
ance varies only slowly across angular bins (called the

narrow-bin approximation). The harmonic transform of
the Gaussian contribution in Eq. (15) reduces to a sin-
gle integral as di↵erent harmonic modes are uncorrelated
in the Gaussian covariance approximation. In the eval-
uation of the Gaussian covariance we split o↵ the pure
white noise terms and transform these terms analytically
[69].

B. Covariance Validation

Most analytic models for the covariance of two-point
functions in configuration space are assume the narrow-
bin approximation, and that the maximum angular
scales are much smaller than the survey diameter [e.g.
68, 75, 76]. In the context of harmonic space correla-
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FIG. 2. Estimated redshift distributions of the redMaGiC
lens galaxy sample (dashed lines) and the metacal source
galaxy sample (solid lines) for the Y1KP analysis. The lens
and source galaxies are split into five and four tomography
bins respectively. See [33–36] for details.

sample from the DES-Y1 gold catalog [32] and the shear
catalog are described in Zuntz et al. [40], and the source
redshift estimates are described Hoyle et al. [36], respec-
tively. We summarize here the specifications of the Y1KP
data, which we use as input for the simulated likelihood
analyses presented in this paper.

Source galaxies We use the redshift distribution of
the metacal [see 44, 45, for details of the algorithm]
shear catalog described in [40]. This includes 5.2
galaxies/arcmin2, split into 4 tomography bins. These
are shown as solid lines in Fig. 2, with e↵ective number
densities of 1.5, 1.5, 1.6, 0.8 galaxies/arcmin2, for the 4
bins respectively.

Lens galaxies The redMaGiC lens galaxy sample is
described in [37] and split into 5 tomographic bins, which
are shown as dashed lines in Fig. 2, with number densities
of 0.013, 0.03, 0.05, 0.03, 0.009 galaxies/arcmin2, for the
5 bins respectively.

Galaxy–galaxy lensing We consider all combinations
of lens and source bins for the galaxy–galaxy lensing
correlation functions. While galaxy–galaxy lensing re-
quires the source galaxies to be located at higher redshift
than the lens galaxies, the signals from all tomography
bin combinations contribute to the self-calibration of
photometric redshifts, intrinsic alignments, and other
systematic e↵ects.

We denote the projected (angular) density contrast of
redMaGiC galaxies in redshift bin i by �
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g, the conver-
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with H0 the Hubble constant, c the speed of light, and
a the scale factor. Under the Limber approximation, the
angular power spectra for cosmic shear, galaxy-galaxy
lensing, and galaxy clustering can be written as
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with PNL(k, z) the non-linear matter power spectrum at
wave vector k and redshift z.
The angular two-point clustering correlation function

w is computed from the angular power spectrum as
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with Pl(x) the Legendre polynomial of order l. We re-
stricted w to auto-correlations within each tomography
bin, as the cross-correlations are used in the redshift vali-
dation of the redMaGiC sample [35] and are not included
in the data vector for the cosmology analysis.
We compute the galaxy–galaxy lensing two-point func-

tion �t and the cosmic shear two-point functions ⇠± using
the flat-sky approximation
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with Jn(x) the n-th order Bessel function of the first
kind. We verified that di↵erences between the flat-sky
approximation and full-sky calculation for �t and ⇠± [46]
are negligible compared to the DES-Y1 statistical uncer-
tainties, in agreement with [47].
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catalog are described in Zuntz et al. [40], and the source
redshift estimates are described Hoyle et al. [36], respec-
tively. We summarize here the specifications of the Y1KP
data, which we use as input for the simulated likelihood
analyses presented in this paper.

Source galaxies We use the redshift distribution of
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shear catalog described in [40]. This includes 5.2
galaxies/arcmin2, split into 4 tomography bins. These
are shown as solid lines in Fig. 2, with e↵ective number
densities of 1.5, 1.5, 1.6, 0.8 galaxies/arcmin2, for the 4
bins respectively.
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described in [37] and split into 5 tomographic bins, which
are shown as dashed lines in Fig. 2, with number densities
of 0.013, 0.03, 0.05, 0.03, 0.009 galaxies/arcmin2, for the
5 bins respectively.

Galaxy–galaxy lensing We consider all combinations
of lens and source bins for the galaxy–galaxy lensing
correlation functions. While galaxy–galaxy lensing re-
quires the source galaxies to be located at higher redshift
than the lens galaxies, the signals from all tomography
bin combinations contribute to the self-calibration of
photometric redshifts, intrinsic alignments, and other
systematic e↵ects.
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with H0 the Hubble constant, c the speed of light, and
a the scale factor. Under the Limber approximation, the
angular power spectra for cosmic shear, galaxy-galaxy
lensing, and galaxy clustering can be written as
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with PNL(k, z) the non-linear matter power spectrum at
wave vector k and redshift z.
The angular two-point clustering correlation function

w is computed from the angular power spectrum as
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with Pl(x) the Legendre polynomial of order l. We re-
stricted w to auto-correlations within each tomography
bin, as the cross-correlations are used in the redshift vali-
dation of the redMaGiC sample [35] and are not included
in the data vector for the cosmology analysis.
We compute the galaxy–galaxy lensing two-point func-

tion �t and the cosmic shear two-point functions ⇠± using
the flat-sky approximation
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with Jn(x) the n-th order Bessel function of the first
kind. We verified that di↵erences between the flat-sky
approximation and full-sky calculation for �t and ⇠± [46]
are negligible compared to the DES-Y1 statistical uncer-
tainties, in agreement with [47].
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analyses presented in this paper.
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are shown as dashed lines in Fig. 2, with number densities
of 0.013, 0.03, 0.05, 0.03, 0.009 galaxies/arcmin2, for the
5 bins respectively.
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with H0 the Hubble constant, c the speed of light, and
a the scale factor. Under the Limber approximation, the
angular power spectra for cosmic shear, galaxy-galaxy
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with PNL(k, z) the non-linear matter power spectrum at
wave vector k and redshift z.
The angular two-point clustering correlation function

w is computed from the angular power spectrum as
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with Pl(x) the Legendre polynomial of order l. We re-
stricted w to auto-correlations within each tomography
bin, as the cross-correlations are used in the redshift vali-
dation of the redMaGiC sample [35] and are not included
in the data vector for the cosmology analysis.
We compute the galaxy–galaxy lensing two-point func-

tion �t and the cosmic shear two-point functions ⇠± using
the flat-sky approximation

�
ij
t (✓) =

Z
dl l

2⇡
J2(l✓)C

ij
�g

(l) , (7)

⇠
ij
+/�(✓) =

Z
dl l

2⇡
J0/4(l✓)C

ij
(l) , (8)

with Jn(x) the n-th order Bessel function of the first
kind. We verified that di↵erences between the flat-sky
approximation and full-sky calculation for �t and ⇠± [46]
are negligible compared to the DES-Y1 statistical uncer-
tainties, in agreement with [47].
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FIG. 5. Multi-probe
correlation matrix
for a joint data
vector of cosmic
shear, galaxy–galaxy
lensing, and galaxy
clustering including
the non-Gaussian
terms, with the
same ordering as the
data vector shown in
Fig. 3. The upper left
triangle shows the
correlation matrix
obtained from 1200
lognormal realiza-
tions (see Sect. III B
for details), the lower
right shows the cor-
relation matrix of the
non-Gaussian halo
model covariance
(see Sect. III A).
We recommend a
zoom factor of ⇠ 5
to inspect structures
within the matrix.

A. Halo Model Covariances

The covariance of two angular two-point functions
⌅,⇥ 2 {w, �t, ⇠+, ⇠�} is related to the covariance of the
angular power spectra by

Cov
�
⌅ij(✓), ⇥km(✓0)

�
=

Z
dl l

2⇡
Jn(⌅)(l✓)

Z
dl

0
l
0

2⇡
Jn(⇥)(l

0
✓
0)
h
CovG

⇣
C

ij
⇥ (l), Ckm

⌅ (l0)
⌘
+CovNG

⇣
C

ij
⇥ (l), Ckm

⌅ (l0)
⌘i

,

(15)

with C⇠+ ⌘ C⇠� ⌘ C, C�t ⌘ C�g and Cw ⌘ C�g�g
in the notation of Eqs. (5), and where the order of the
Bessel function is given by n = 0 for ⇠+, w, n = 2
for �t, and n = 4 for ⇠�. We calculate the covariance

of the angular power spectra Cov
⇣
C

ij
⇥ (l), Ckm

⌅ (l0)
⌘

as

the sum on Gaussian CovG and non-Gaussian covariance
CovNG, which includes super-sample variance [74], as de-
tailed in Krause and Eifler [22], using the halo model to
compute the higher-order matter correlation functions.
Equation 15 gives the covariance of two-point functions
at angles ✓ and ✓

0, and does not account for the finite
width of angular bins. In practice, the covariance of two-
point functions in angular bins is often evaluated at rep-
resentative angles for each bin, assuming that the covari-
ance varies only slowly across angular bins (called the

narrow-bin approximation). The harmonic transform of
the Gaussian contribution in Eq. (15) reduces to a sin-
gle integral as di↵erent harmonic modes are uncorrelated
in the Gaussian covariance approximation. In the eval-
uation of the Gaussian covariance we split o↵ the pure
white noise terms and transform these terms analytically
[69].

B. Covariance Validation

Most analytic models for the covariance of two-point
functions in configuration space are assume the narrow-
bin approximation, and that the maximum angular
scales are much smaller than the survey diameter [e.g.
68, 75, 76]. In the context of harmonic space correla-

Lens

Source
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S8 ⌘ �8(⌦m/0.3)0.5
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KiDS and HSC also have 
contours at similar locations
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5x2pt Cosmology

with
Eric Baxter (Hawaii)
Yuuki Omori (Stanford)

CC et al. (2018)

Omori et al. (2017)
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D
ES, SPT et al. (2018)

DES Y1 5x2pt Cosmology

Preliminary projection for Y3
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DES, SPT et al. (2019)
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DES in the Next Few Month

DES Y3: 4143 sq deg, 110 million WL objects, order 20 papers in the pipeline.
Major changes relative to Y1:

• New PSF model (PIFF)

• Deblending using MOF

• New photo-z methodology bridging deep- (ugrizYJHK) and wide-field (riz) data

• New Balrog simulation to infer survey selection function (via injection)

• Two lens populations (redMaGic and magnitude-limited sample) 

• Modelling improvements:

◦ Nonlinear galaxy bias modelling

◦ Nonlocal tangential shear marginalization

◦ Magnification

◦ Mixed tidal alignment/tidal torquing intrinsic alignment model  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DES Outside-the-Box
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FIG. 4. The measured shear correlation function ⇠+ (top triangle) and ⇠� (bottom triangle) for the DES Y1 METACALIBRATION catalog.
Results are scaled by the angular separation (✓) to emphasize features and differences relative to the best-fit model. The correlation functions
are measured in four tomographic bins spanning the redshift ranges listed in Table I, with labels for each bin combination in the upper left
corner of each panel. The assignment of galaxies to tomographic bins is discussed in Sec. II B. Scales which are not used in the fiducial
analysis are shaded (see Sec. VII A). The best-fit ⇤CDM theory line from the full tomographic analysis is also plotted as the solid line. We
find a �

2 of 268 for 211 degrees of freedom in the non-shaded regions, which is discussed in Sec. VIII A.

We also test the level of shape noise in the covariance ma-
trix by comparing halo model covariance predictions for ⇠�
on small scales (2.5 < ✓ < 10 arcmin), where shape noise
dominates, to jackknife estimates for both shape catalogs from
the data. We find very good agreement for METACALIBRA-
TION, but there is an indication that in two tomographic bins,
the shape noise of IM3SHAPE may be underestimated by up
to 20%. We believe this is due to an unresolved issue with the
empirically derived weights as a function of redshift. Since we
use IM3SHAPE only to validate that our shape measurement
and calibration is robust, this would only result in a slight in-
flation of the significance of this test in Sec. IX B.

VI. BLINDING

For the DES Y1 analysis, we have maintained a catalog-
level blinding scheme similar to the DES SV analyses, but
rescaling |⌘| = 2 arctanh |e| by a factor between 0.9 and 1.1
(see [92] for a review of blinding in general). This catalog

blinding 16 was preserved until the catalogs and primary DES
Y1 cosmological analyses and papers (this work and [51])
completed a first round of the DES internal review process.
All calculations were then repeated with the unblinded cata-
logs for the final version of this paper.

In addition to this catalog-level blinding, no comparison
to theory at the two-point level (⇠±) or of cosmological con-
tours was made, nor were central values of any cosmological

16 During the internal review process for [54], it was discovered that separate,
but equivalent, oversights in the shear calibration of the two catalogs led
to a substantial fraction (e.g., the linear part in e) of the blinding factor
being calibrated. This was undiscovered until the catalogs were finalized,
and thus had no impact on catalog-level choices. It is valid to question
whether this invalidated our blinding strategy at the parameter estimation
level. It did not, for two reasons: 1) only a few people in the collaboration
were aware of the potential issue until after we unblinded the cosmolog-
ical parameters, minimizing any impact, and 2) The secondary blinding
enforced at the two-point and parameter level ensured that even had we
become aware of this oversight much sooner, it could not have led to ex-
perimenter bias in our analyses.

Troxel et al. (2018)

Friedrich et al. (2017)

The cosmic field contains a lot of 
information in the phases of the structure.

with
Marco Gatti (Barcelona)
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Gatti, CC et al. (2020)
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Second turnaround 
= “Splashback" radius

v_r = 0
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Hubble flow

DES Outside-the-Box
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with
Tae-Hyeon Shin (UPenn)
Eric Baxter (Hawaii)
Susmita Adhikari (Stanford)
Bhuv Jain (UPenn)

C
C

 et al. (2017)

Shin et al. (2019)
Credit: Tae Shin

400+ AdvACT clusters 
—> SZ-selected clusters 
are starting to have the 
statistics to say 
something interesting
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DES Outside-the-Box

Preliminary

with
Will Hartley (Geneva)

Preliminary

Investigating the effect of 
spectroscopic incompleteness in 
WL experiments

Hartley, CC et al. (in prep)
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LSST is an imaging survey 
scheduled science run ~2022

6 filter bands (ugrizY), 10 sq. deg FOV, 
10 years, ~3 day cadence, 18000 sq. deg, i~27

Wide field and time-domain science

Image credit: LSST 27

The Legacy Survey of Space and Time
(Vera Rubin’s Observatory, Simony Survey Telescope)
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6 filter bands (ugrizY), 10 sq. deg FOV, 
10 years, ~3 day cadence, 18000 sq. deg, i~27

Wide field and time-domain science
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Image credit: LSST

The Legacy Survey of Space and Time
(Vera Rubin’s Observatory, Simony Survey Telescope)

Basically a larger version of HSC!!



The LSST Dark Energy 
Science Collaboration (DESC)

DESC Collaboration Meeting @ CMU
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DESC Cosmology Pipelines

C
C

 et al. (2018)

Reanalyzed DLS, CFHTLenS, 
DES-SV, KiDS-450 cosmic shear 
analysis under unified assumption

Currently we are using reanalysis of Stage III 
published data to push the development of  
DESC pipelines. Example: cosmic shear from 
DES-Y1, KV450, HSC Y1

Recall: HSC~LSST

!30

A Unified Analysis of Four Cosmic Shear Surveys 17
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Figure 11. Final comparison of the cosmological constraints from the four surveys according to the literature (Published Nominal, left) and according to our
unified analysis framework (right, Matched) – we show the marginalized constraints for Wm, S8 ⌘ s8(Wm/0.3)0.5 and s8 for the four cosmic shear surveys. In
the right panel, we use Gaussian analytic covariances, conservative scale cuts and the KiDS-450 priors. We note that for the CFHTLenS Published Nominal
constraints, we show all three settings MIN (solid), MID (dashed) and MAX (dotted) in Joudaki et al. (2017a).

Figure 12. Same as the upper right panel of Fig. 11, but now using DES-SV
priors.

Table 6. Comparison metrics corresponding to the right panel of Fig. 11.
That is, all analysis choices matched: Gaussian COSMOLIKE covariance
matrix, conservative scale cuts, same IA treatments, and KiDS-450 cosmo-
logical priors. For the S8 values, we list the mean and the 16% and 84%
confidence intervals.

(1) DLS (2) CFHTLenS (3) DES-SV (4) KiDS-450

S8 0.942+0.046
�0.045 0.657+0.071

�0.070 0.844+0.062
�0.061 0.755+0.048

�0.049
S/N 17.4 15.1 11.6 12.1
c2/n 137.8/89 176.3/132 32.7/26 71.5/56
p.t.e. 7.0⇥10�4 0.0060 0.17 0.079
DS8-(1) – 3.4 1.3 2.9
DS8-(2) – – 2.0 1.1
DS8-(3) – – – 1.2
BF-(1) – -1.1 1.6 -0.50
BF-(2) – – 0.70 1.3
BF-(3) – – – 1.1

tics is similar to that captured by the DS8 metric in this case, though
the message of consistency/inconsistency is somewhat weaker – the

MNRAS 000, 000–000 (0000)



Summary

!31

Is DES/late Universe  
consistent with early Universe?

Y1 3x2pt, DES et al 2018


