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The biggest challenge in the field of daily rhythms: 
understanding sleep and sleep types
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• Sleep types are related to daily rhythms.
• There are many people who are suffering from sleep disorder
• Genes are important but, environments are also important.
• Sleep types change with ages.
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circadian gene expressions are able to oscillate in cultured
cells even when the cell cycle is arrested (Balsalobre

 

et al

 

. 1998). We made a graph showing the relationship
between ambient temperature and the period lengths of
oscillations of gene expressions shown in Fig. 1 (Fig. 2).
The temperature coefficient, 

 

Q

 

10

 

, over the temperature
range of 33–42 

 

°

 

C was 0.88. In contrast, the period
length of the cell cycle was dependent on ambient
temperature; the 

 

Q

 

10

 

 over the temperature range of 30

 

−

 

37 

 

°

 

C was 3.3 (Fig. 2). Comparing the 

 

Q

 

10

 

 values over
the temperature range of 33–37 

 

°

 

C, in which reliable
data were available for both circadian rhythms and the
cell cycle, the 

 

Q

 

10

 

 values were 0.88 for circadian rhythms
and 2.7 for the cell cycle. These results indicate that cir-
cadian rhythms are strongly temperature-compensated
in cultured fibroblasts and that temperature compensa-
tion is among inherent properties of the interlocked
feedback loop of the core clock system.

 

Accumulation speed of mPER proteins 

 

in vitro

 

 is 
dependent on ambient temperature

 

It is assumed that the period length of the core feedback
loop is regulated by various processes such as accumula-
tions, phosphorylations, and the timing of nuclear trans-
locations of core clock proteins including mPERs. To
examine the temperature effect on the accumulation
speed of mPER proteins, Myc-tagged 

 

mPer1

 

, 

 

mPer2

 

, and

 

mPer3

 

 were expressed with 

 

hCKI

 

ε

 

 in COS7 cells, and
cells were transferred to different temperature conditions
as 33 

 

°

 

C, 37 

 

°

 

C or 42 

 

°

 

C. CKI

 

ε

 

 is thought to be an
essential component of circadian rhythms (Lowrey 

 

et al

 

.
2000) and play a role in changing the subcellular locali-
zation and stability of mPER proteins by phosphorylat-
ing them (Vielhaber 

 

et al

 

. 2000; Keesler 

 

et al

 

. 2000;
Takano 

 

et al

 

. 2000; Akashi 

 

et al

 

. 2002). Whole-cell lysate
was extracted at each time point and immunoblotted
with anti-Myc antibody (Fig. 3). Compared with 37 

 

°

 

C
control state, the accumulation speed of mPER proteins
was slower at 33 

 

°

 

C and rather faster at 42 

 

°

 

C. Although
the degradation speed of mPER proteins also increased

Figure 2 Period and frequency estimates of circadian rhythm and
cell cycle of NIH3T3 fibroblasts. The mean period and frequency
of circadian rhythm (!) and cell cycle (") were calculated for each
treatment group. The value of each gene in the treatment group
is plotted as an open circle.

Figure 3 The effect of temperature on
the accumulation speed of mPER proteins.
COS7 cells were transfected with 0.7 mg
of Myc-tagged mPer and 0.3 mg of CKIε
per 35 mm dish (t = 0). 3 h after trans-
fection, the medium was exchanged for
DMEM supplemented with 10% foetal
calf serum and the cells were exposed to
33 °C, 37 °C or 42 °C. Protein extracts
prepared at indicated time points were
subjected to immunoblotting with anti-
Myc antibody (A-14). Shifted bands are
phosphorylated form of mPER proteins.

Tsuchiya,..Nishida (2003) Genes Cells

Daily rhythms

Cell division

(Ex) Mammalian NIH3T3 cells

While enzymatic reactions usually accelerate with temperature,
the period of daily rhythms is stable to temperature.

The biggest mystery in the field of daily rhythms: 
“Why is our daily rhythms stable to temperature?”



To quantitatively analyze data of daily rhythms, 
we focus on waveform distortion from sine-wave
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“We introduced the index, non-sinusoidal power (NS)”



simplification

Zhou et al. (2015) 
Mol. Cell

To obtain theoretical basis of waveform, 
we analyze the simple model

Gibo model for circadian rhythms
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dx1
dt

= f(x3)− k1x1, (14)

dx2
dt

= p1x1 − k2x2, (15)

dx3
dt

= p2x2 − k3x3, (16)

where x1(t), x2(t), and x3(t) are concentration of proteins, f(x3) is transcriptional-translational124

regulation function, p1 and p2 are phosphorylation rates, and k1, k2 and k3 are degradation rates.125

Previously, we theoretically derived the period formula in the model as follows:126

τ =
2π√

k1k2 + k2k3 + k3k1
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In this formula, [
∑∞

j=1 |aj |2j4/
∑∞

j=1 |aj |2j2]
1
2 . is waveform distortion from sinusoidal wave, which127

we defined as NS (Gibo and Kurosawa 2019; Gibo and Kurosawa 2020). This formula states128

more distorted waveform (larger NS) at higher temperature is required for temperature com-129

pensated period. Indeed, a numerical simulation suggested that the waveform was more dis-130

torted, if the period is stable to temperature change (Fig. 2.2). Moreover, this simulation in-131

dicated that entrainment region of the model became narrower when temperature increased.132

However, it is unclear that how the waveform should be distorted at higher temperature and133

whether the waveform is related to entrainment.134
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: decayf(x3): any function

Gibo and Kurosawa (2019) Biophys J
Fustin,..,Gibo,.., Kurosawa et al (2018) PNAS



To obtain theoretical basis of waveform, 
we derived the period of daily rhythms

Period =
Waveform Distortion (NS)

Quadratic eq. of rates
2π

1
2

1. Accelerated reactions tend to shorten period.
2. If accelerated reaction elongates period,

waveform should become more non-sinusoidal.
3. More non-sinusoidal at higher temp for stable period.

dx1
dt

= f(x3)− k1x1, (14)
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= p1x1 − k2x2, (15)
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where x1(t), x2(t), and x3(t) are concentration of proteins, f(x3) is transcriptional-translational124

regulation function, p1 and p2 are phosphorylation rates, and k1, k2 and k3 are degradation rates.125
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we defined as NS (Gibo and Kurosawa 2019; Gibo and Kurosawa 2020). This formula states128

more distorted waveform (larger NS) at higher temperature is required for temperature com-129

pensated period. Indeed, a numerical simulation suggested that the waveform was more dis-130

torted, if the period is stable to temperature change (Fig. 2.2). Moreover, this simulation in-131

dicated that entrainment region of the model became narrower when temperature increased.132

However, it is unclear that how the waveform should be distorted at higher temperature and133

whether the waveform is related to entrainment.134

7

Period = NS

Result 1/3



Period =
Waveform Distortion (NS)

Quadratic eq. of rates
2π

1
2

Prediction: More non-sinusoidal waveform at higher temp generates 
stable period to temperature in daily rhythms.

Low Temp

High Temp

No waveform change Waveform distortion

Period must shorten Period can be stabilized

Gibo and Kurosawa (2019) Biophys J

Result 2/3



To obtain theoretical basis of waveform, 
we solved the equation by the help of physics 

Conventional perturbation approach: bad

x(t)= A1cos ωt + ε t A2 cos 2ωt + .. Shingo

Renormalization-group approach

x(t)= A1cos ωt + ε A2 cos 2ωt + ..

where Ai=fi(k1,k2,..), ω=g(k1,k2,..)

“Now, we can understand waveform distortion 
by using the language of kinetic constants (ki)”

Gibo, Kunihiro, Hatsuda, Kurosawa in prep

Result 3/3



Other hypothesis: 
There should be a critical reaction for the period. If that 
reaction is insensitive to temp, period can be stable to temp. 

Isojima et al. (2009) PNAS, 

(Prof Hiroki Ueda group (RIKEN/Univ Tokyo))

Cf. Hong,.., Tyson (2007) PNAS, 

Discussion 1/2

Shinohara et al. (2017) Mol Cell

Terauchi et al. (2007) PNAS



Discussion 2/2

Shingo

Data of Young
Generation

Data of Aged
Generation

Quantification 
of Aging
(amp, waveform,..) Data analysis, ML

Mechanism Prediction (math) 

Regulation of Aging (Simulation)

Daily rhythms in gene-activity
is known to change with age. 
But we don’t know how.

Accosta-Rodriguez et al. (2022)
Science

(Shingo’s idea)
From the analysis of waveform, cause of the change can be predicted.

aged (19month)young (6mo)



Summary
• Challenges about daily rhythms and sleep

- sleep types
- stability of daily rhythm to temperature 

• Waveform is an important indicator for period of daily rhythms

• Dr. Singo Gibo is very smart (See poster #94 about hibernation)

JST CREST Biodynamics (2014-2020, PI: Prof Okamura (Kyoto U))
JST CREST Math and Info (2019-2025, PI: Prof Kawahara (Osaka U))  

Gibo and Kurosawa (2019) Biophys J
Gibo, Kunihiro, Hatsuda, Kurosawa in prep

JSPS JP21K06105 and Continuous Support from RIKEN iTHEMS



Supplementary



Suppose that you are in a cave..
Can you wake up tomorrow w/o clock?



Familial Advanced Sleep Phase Syndrome
originates from a mutated Ck1d.
(Jones et al (1999) Nat Med, Toh et al. (2001) Science; Xu et al. (2005) Nature)
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83.48; % stage 1 sleep, 11.72 ± 3.79 and 12.83 ± 4.37; % rapid eye
movement sleep, 20.08 ± 3.72 and 21.00 ± 7.58; and % slow
wave sleep, 10.30 ± 7.02 and 10.44 ± 3.59. One FASPS subject
had evidence of moderate obstructive sleep apnea and one con-
trol subject had periodic limb movements in sleep with micro-
arousals. None of the multiple sleep latency test results from
control or FASPS subjects were indicative of narcolepsy or other
cause of excessive daytime sleepiness.

We determined circadian phase using plasma melatonin and
body core temperature measurements13. The melatonin and tem-
perature rhythms were both phase-advanced by 3–4 hours in
FASPS subjects compared with control subjects (Table 1).

To eliminate the possibility of sleep deprivation or self-
imposed unconventional sleep–wake schedules, subjects kept
‘sleep logs’ at home for 1 week before admission to and for 2
weeks after leaving the Clinical Research Center. There was no
consistent seasonal bias for date of inpatient study in FASPS
compared with control subjects. 

Activity levels (actigraphy) were also recorded during the in-
patient stay and for 3 weeks after subjects went home. The
phase advance of self-reported sleep times in FASPS and control
subjects was consistent with ambulatory actigraphy and sleep
log data. By all three measures, FASPS patients were sleep phase-
advanced by 3–4 hours compared with control subjects (data
not shown). The large difference in Horne-Östberg scores for
FASPS patients (77 ± 6.7; n = 5) and control subjects (48.2 ± 4.6;
n = 6) (P = 0.006) is consistent with a phase advance of this large
magnitude. The average Horne-Östberg score of 48.2 for the
control subjects also supports our sleep log, actigraphy and clin-

ical assessment that they were not sleep
phase-delayed.

There was also a profound qualitative dif-
ference between groups. People with con-
ventional sleep schedules tend to stay up
later and wake up later when on vacation.
In contrast, FASPS subjects tend to fall
asleep even earlier and also to wake up ear-
lier during vacation, consistent with their
substantial tendency towards sleep-phase
advance (data not shown).

We studied one 69-year-old subject in a time isolation facility
to determine the endogenous period of her circadian clock. We
determined sleep–wake and temperature data during the time
isolation study (Fig. 2). Periodograms showed a very short τ (23.3
hours) for both rhythms compared with those of a sex- and age-
matched control subject (24.2 hours) and with estimates of 24.0
to 24.5 hours in other studies14.

Our results define a hereditary circadian rhythm variant in hu-
mans associated with a short endogenous period. The clinical
histories, sleep logs and ambulatory actigraphy patterns of FASPS
subjects demonstrated a significant phase advance of the
sleep–wake rhythm in normal life settings relative not only to
our control subjects, but also to sleep–wake schedules widely
held to be conventional and to published values for sleep–wake
schedules8. Inpatient recordings confirmed the early sleep phase
and showed that the melatonin and temperature rhythms were
also advanced. FASPS subjects tended to fall asleep during solar
clock times that correspond to the ‘maintenance of wakefulness
zone’ in conventional sleepers15,16. Similarly, FASPS subjects
tended to wake up during solar clock times that correspond to
the circadian peak of sleepiness in conventional sleepers15,16.

To our knowledge, no well-characterized monogenic circadian
rhythm variant has previously been reported in humans.
Furthermore, a profoundly advanced sleep–wake rhythm has
been thought to be exceedingly rare in healthy, young, non-
depressed adults5. However, in the families reported here, there is
a clear autosomal dominant transmission of profound sleep
phase advance, indicating that ASPS in the young is more com-
mon than previously thought.

Several observations support the assertion
that FASPS is a genetic trait and not a learned
habit. Siblings in these kindreds were often
widely divergent for morning, evening or
conventional sleep–wake preference; more-
over, the onset of the phenotype is often
after young adults are living independently.
Thus, parental or cultural factors are not a
reasonable explanation for this robust and
stable phase advance. This is consistent with
other evidence that ‘morningness–evening-
ness’ is stable despite variable social and en-
vironmental factors17. Phenotypically, FASPS

Fig. 1 Pedigrees of three FASPS kindreds. Circles,
males; squares, females. Filled symbols, affected in-
dividuals; open symbols, unaffected subjects; sym-
bols with central dots, individuals of unknown
phenotype; diamonds, sibships of children with un-
known phenotype (number in diamond, sibship
size). Number at upper left of symbol, inpatient par-
ticipant identifier (age in years). Arrows, probands.

Table 1 Phase markers of overt rhythms

Control FASPS(n = 6) Difference P value
(n = 6) Mean ± s.d (hours:minutes)

Mean ± s.d.

Sleep Onset 23:10 ± 0:40 19:25 ± 1:44 3:45 < 0.0005
Sleep Offseta 07:44 ± 1:13 04:18 ± 2:00 3:26 < 0.0005
1st Slow Wave Sleep 23:55 ± 1:17 20:14 ± 2:35 3:41 0.002
1st REMa 00:55 ± 1:29 21:16 ± 2:25 3:39 < 0.0005
DLMO 21:21 ± 0:28 17:31 ± 1:49 3:50 < 0.0005
Temp Nadirb 03:35 ± 1:33 23:22 ± 2:55 4:13 0.002
an = 5 for FASPS only. bn = 5 for control and FASPS. Data include both nights of study. REM, rapid eye movement;
DLMO, dim-light melatonin onset; Temp, temperature.
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83.48; % stage 1 sleep, 11.72 ± 3.79 and 12.83 ± 4.37; % rapid eye
movement sleep, 20.08 ± 3.72 and 21.00 ± 7.58; and % slow
wave sleep, 10.30 ± 7.02 and 10.44 ± 3.59. One FASPS subject
had evidence of moderate obstructive sleep apnea and one con-
trol subject had periodic limb movements in sleep with micro-
arousals. None of the multiple sleep latency test results from
control or FASPS subjects were indicative of narcolepsy or other
cause of excessive daytime sleepiness.

We determined circadian phase using plasma melatonin and
body core temperature measurements13. The melatonin and tem-
perature rhythms were both phase-advanced by 3–4 hours in
FASPS subjects compared with control subjects (Table 1).

To eliminate the possibility of sleep deprivation or self-
imposed unconventional sleep–wake schedules, subjects kept
‘sleep logs’ at home for 1 week before admission to and for 2
weeks after leaving the Clinical Research Center. There was no
consistent seasonal bias for date of inpatient study in FASPS
compared with control subjects. 

Activity levels (actigraphy) were also recorded during the in-
patient stay and for 3 weeks after subjects went home. The
phase advance of self-reported sleep times in FASPS and control
subjects was consistent with ambulatory actigraphy and sleep
log data. By all three measures, FASPS patients were sleep phase-
advanced by 3–4 hours compared with control subjects (data
not shown). The large difference in Horne-Östberg scores for
FASPS patients (77 ± 6.7; n = 5) and control subjects (48.2 ± 4.6;
n = 6) (P = 0.006) is consistent with a phase advance of this large
magnitude. The average Horne-Östberg score of 48.2 for the
control subjects also supports our sleep log, actigraphy and clin-

ical assessment that they were not sleep
phase-delayed.

There was also a profound qualitative dif-
ference between groups. People with con-
ventional sleep schedules tend to stay up
later and wake up later when on vacation.
In contrast, FASPS subjects tend to fall
asleep even earlier and also to wake up ear-
lier during vacation, consistent with their
substantial tendency towards sleep-phase
advance (data not shown).

We studied one 69-year-old subject in a time isolation facility
to determine the endogenous period of her circadian clock. We
determined sleep–wake and temperature data during the time
isolation study (Fig. 2). Periodograms showed a very short τ (23.3
hours) for both rhythms compared with those of a sex- and age-
matched control subject (24.2 hours) and with estimates of 24.0
to 24.5 hours in other studies14.

Our results define a hereditary circadian rhythm variant in hu-
mans associated with a short endogenous period. The clinical
histories, sleep logs and ambulatory actigraphy patterns of FASPS
subjects demonstrated a significant phase advance of the
sleep–wake rhythm in normal life settings relative not only to
our control subjects, but also to sleep–wake schedules widely
held to be conventional and to published values for sleep–wake
schedules8. Inpatient recordings confirmed the early sleep phase
and showed that the melatonin and temperature rhythms were
also advanced. FASPS subjects tended to fall asleep during solar
clock times that correspond to the ‘maintenance of wakefulness
zone’ in conventional sleepers15,16. Similarly, FASPS subjects
tended to wake up during solar clock times that correspond to
the circadian peak of sleepiness in conventional sleepers15,16.

To our knowledge, no well-characterized monogenic circadian
rhythm variant has previously been reported in humans.
Furthermore, a profoundly advanced sleep–wake rhythm has
been thought to be exceedingly rare in healthy, young, non-
depressed adults5. However, in the families reported here, there is
a clear autosomal dominant transmission of profound sleep
phase advance, indicating that ASPS in the young is more com-
mon than previously thought.

Several observations support the assertion
that FASPS is a genetic trait and not a learned
habit. Siblings in these kindreds were often
widely divergent for morning, evening or
conventional sleep–wake preference; more-
over, the onset of the phenotype is often
after young adults are living independently.
Thus, parental or cultural factors are not a
reasonable explanation for this robust and
stable phase advance. This is consistent with
other evidence that ‘morningness–evening-
ness’ is stable despite variable social and en-
vironmental factors17. Phenotypically, FASPS

Fig. 1 Pedigrees of three FASPS kindreds. Circles,
males; squares, females. Filled symbols, affected in-
dividuals; open symbols, unaffected subjects; sym-
bols with central dots, individuals of unknown
phenotype; diamonds, sibships of children with un-
known phenotype (number in diamond, sibship
size). Number at upper left of symbol, inpatient par-
ticipant identifier (age in years). Arrows, probands.

Table 1 Phase markers of overt rhythms

Control FASPS(n = 6) Difference P value
(n = 6) Mean ± s.d (hours:minutes)

Mean ± s.d.

Sleep Onset 23:10 ± 0:40 19:25 ± 1:44 3:45 < 0.0005
Sleep Offseta 07:44 ± 1:13 04:18 ± 2:00 3:26 < 0.0005
1st Slow Wave Sleep 23:55 ± 1:17 20:14 ± 2:35 3:41 0.002
1st REMa 00:55 ± 1:29 21:16 ± 2:25 3:39 < 0.0005
DLMO 21:21 ± 0:28 17:31 ± 1:49 3:50 < 0.0005
Temp Nadirb 03:35 ± 1:33 23:22 ± 2:55 4:13 0.002
an = 5 for FASPS only. bn = 5 for control and FASPS. Data include both nights of study. REM, rapid eye movement;
DLMO, dim-light melatonin onset; Temp, temperature.
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83.48; % stage 1 sleep, 11.72 ± 3.79 and 12.83 ± 4.37; % rapid eye
movement sleep, 20.08 ± 3.72 and 21.00 ± 7.58; and % slow
wave sleep, 10.30 ± 7.02 and 10.44 ± 3.59. One FASPS subject
had evidence of moderate obstructive sleep apnea and one con-
trol subject had periodic limb movements in sleep with micro-
arousals. None of the multiple sleep latency test results from
control or FASPS subjects were indicative of narcolepsy or other
cause of excessive daytime sleepiness.

We determined circadian phase using plasma melatonin and
body core temperature measurements13. The melatonin and tem-
perature rhythms were both phase-advanced by 3–4 hours in
FASPS subjects compared with control subjects (Table 1).

To eliminate the possibility of sleep deprivation or self-
imposed unconventional sleep–wake schedules, subjects kept
‘sleep logs’ at home for 1 week before admission to and for 2
weeks after leaving the Clinical Research Center. There was no
consistent seasonal bias for date of inpatient study in FASPS
compared with control subjects. 

Activity levels (actigraphy) were also recorded during the in-
patient stay and for 3 weeks after subjects went home. The
phase advance of self-reported sleep times in FASPS and control
subjects was consistent with ambulatory actigraphy and sleep
log data. By all three measures, FASPS patients were sleep phase-
advanced by 3–4 hours compared with control subjects (data
not shown). The large difference in Horne-Östberg scores for
FASPS patients (77 ± 6.7; n = 5) and control subjects (48.2 ± 4.6;
n = 6) (P = 0.006) is consistent with a phase advance of this large
magnitude. The average Horne-Östberg score of 48.2 for the
control subjects also supports our sleep log, actigraphy and clin-

ical assessment that they were not sleep
phase-delayed.

There was also a profound qualitative dif-
ference between groups. People with con-
ventional sleep schedules tend to stay up
later and wake up later when on vacation.
In contrast, FASPS subjects tend to fall
asleep even earlier and also to wake up ear-
lier during vacation, consistent with their
substantial tendency towards sleep-phase
advance (data not shown).

We studied one 69-year-old subject in a time isolation facility
to determine the endogenous period of her circadian clock. We
determined sleep–wake and temperature data during the time
isolation study (Fig. 2). Periodograms showed a very short τ (23.3
hours) for both rhythms compared with those of a sex- and age-
matched control subject (24.2 hours) and with estimates of 24.0
to 24.5 hours in other studies14.

Our results define a hereditary circadian rhythm variant in hu-
mans associated with a short endogenous period. The clinical
histories, sleep logs and ambulatory actigraphy patterns of FASPS
subjects demonstrated a significant phase advance of the
sleep–wake rhythm in normal life settings relative not only to
our control subjects, but also to sleep–wake schedules widely
held to be conventional and to published values for sleep–wake
schedules8. Inpatient recordings confirmed the early sleep phase
and showed that the melatonin and temperature rhythms were
also advanced. FASPS subjects tended to fall asleep during solar
clock times that correspond to the ‘maintenance of wakefulness
zone’ in conventional sleepers15,16. Similarly, FASPS subjects
tended to wake up during solar clock times that correspond to
the circadian peak of sleepiness in conventional sleepers15,16.

To our knowledge, no well-characterized monogenic circadian
rhythm variant has previously been reported in humans.
Furthermore, a profoundly advanced sleep–wake rhythm has
been thought to be exceedingly rare in healthy, young, non-
depressed adults5. However, in the families reported here, there is
a clear autosomal dominant transmission of profound sleep
phase advance, indicating that ASPS in the young is more com-
mon than previously thought.

Several observations support the assertion
that FASPS is a genetic trait and not a learned
habit. Siblings in these kindreds were often
widely divergent for morning, evening or
conventional sleep–wake preference; more-
over, the onset of the phenotype is often
after young adults are living independently.
Thus, parental or cultural factors are not a
reasonable explanation for this robust and
stable phase advance. This is consistent with
other evidence that ‘morningness–evening-
ness’ is stable despite variable social and en-
vironmental factors17. Phenotypically, FASPS

Fig. 1 Pedigrees of three FASPS kindreds. Circles,
males; squares, females. Filled symbols, affected in-
dividuals; open symbols, unaffected subjects; sym-
bols with central dots, individuals of unknown
phenotype; diamonds, sibships of children with un-
known phenotype (number in diamond, sibship
size). Number at upper left of symbol, inpatient par-
ticipant identifier (age in years). Arrows, probands.

Table 1 Phase markers of overt rhythms

Control FASPS(n = 6) Difference P value
(n = 6) Mean ± s.d (hours:minutes)

Mean ± s.d.

Sleep Onset 23:10 ± 0:40 19:25 ± 1:44 3:45 < 0.0005
Sleep Offseta 07:44 ± 1:13 04:18 ± 2:00 3:26 < 0.0005
1st Slow Wave Sleep 23:55 ± 1:17 20:14 ± 2:35 3:41 0.002
1st REMa 00:55 ± 1:29 21:16 ± 2:25 3:39 < 0.0005
DLMO 21:21 ± 0:28 17:31 ± 1:49 3:50 < 0.0005
Temp Nadirb 03:35 ± 1:33 23:22 ± 2:55 4:13 0.002
an = 5 for FASPS only. bn = 5 for control and FASPS. Data include both nights of study. REM, rapid eye movement;
DLMO, dim-light melatonin onset; Temp, temperature.
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83.48; % stage 1 sleep, 11.72 ± 3.79 and 12.83 ± 4.37; % rapid eye
movement sleep, 20.08 ± 3.72 and 21.00 ± 7.58; and % slow
wave sleep, 10.30 ± 7.02 and 10.44 ± 3.59. One FASPS subject
had evidence of moderate obstructive sleep apnea and one con-
trol subject had periodic limb movements in sleep with micro-
arousals. None of the multiple sleep latency test results from
control or FASPS subjects were indicative of narcolepsy or other
cause of excessive daytime sleepiness.

We determined circadian phase using plasma melatonin and
body core temperature measurements13. The melatonin and tem-
perature rhythms were both phase-advanced by 3–4 hours in
FASPS subjects compared with control subjects (Table 1).

To eliminate the possibility of sleep deprivation or self-
imposed unconventional sleep–wake schedules, subjects kept
‘sleep logs’ at home for 1 week before admission to and for 2
weeks after leaving the Clinical Research Center. There was no
consistent seasonal bias for date of inpatient study in FASPS
compared with control subjects. 

Activity levels (actigraphy) were also recorded during the in-
patient stay and for 3 weeks after subjects went home. The
phase advance of self-reported sleep times in FASPS and control
subjects was consistent with ambulatory actigraphy and sleep
log data. By all three measures, FASPS patients were sleep phase-
advanced by 3–4 hours compared with control subjects (data
not shown). The large difference in Horne-Östberg scores for
FASPS patients (77 ± 6.7; n = 5) and control subjects (48.2 ± 4.6;
n = 6) (P = 0.006) is consistent with a phase advance of this large
magnitude. The average Horne-Östberg score of 48.2 for the
control subjects also supports our sleep log, actigraphy and clin-

ical assessment that they were not sleep
phase-delayed.

There was also a profound qualitative dif-
ference between groups. People with con-
ventional sleep schedules tend to stay up
later and wake up later when on vacation.
In contrast, FASPS subjects tend to fall
asleep even earlier and also to wake up ear-
lier during vacation, consistent with their
substantial tendency towards sleep-phase
advance (data not shown).

We studied one 69-year-old subject in a time isolation facility
to determine the endogenous period of her circadian clock. We
determined sleep–wake and temperature data during the time
isolation study (Fig. 2). Periodograms showed a very short τ (23.3
hours) for both rhythms compared with those of a sex- and age-
matched control subject (24.2 hours) and with estimates of 24.0
to 24.5 hours in other studies14.

Our results define a hereditary circadian rhythm variant in hu-
mans associated with a short endogenous period. The clinical
histories, sleep logs and ambulatory actigraphy patterns of FASPS
subjects demonstrated a significant phase advance of the
sleep–wake rhythm in normal life settings relative not only to
our control subjects, but also to sleep–wake schedules widely
held to be conventional and to published values for sleep–wake
schedules8. Inpatient recordings confirmed the early sleep phase
and showed that the melatonin and temperature rhythms were
also advanced. FASPS subjects tended to fall asleep during solar
clock times that correspond to the ‘maintenance of wakefulness
zone’ in conventional sleepers15,16. Similarly, FASPS subjects
tended to wake up during solar clock times that correspond to
the circadian peak of sleepiness in conventional sleepers15,16.

To our knowledge, no well-characterized monogenic circadian
rhythm variant has previously been reported in humans.
Furthermore, a profoundly advanced sleep–wake rhythm has
been thought to be exceedingly rare in healthy, young, non-
depressed adults5. However, in the families reported here, there is
a clear autosomal dominant transmission of profound sleep
phase advance, indicating that ASPS in the young is more com-
mon than previously thought.

Several observations support the assertion
that FASPS is a genetic trait and not a learned
habit. Siblings in these kindreds were often
widely divergent for morning, evening or
conventional sleep–wake preference; more-
over, the onset of the phenotype is often
after young adults are living independently.
Thus, parental or cultural factors are not a
reasonable explanation for this robust and
stable phase advance. This is consistent with
other evidence that ‘morningness–evening-
ness’ is stable despite variable social and en-
vironmental factors17. Phenotypically, FASPS

Fig. 1 Pedigrees of three FASPS kindreds. Circles,
males; squares, females. Filled symbols, affected in-
dividuals; open symbols, unaffected subjects; sym-
bols with central dots, individuals of unknown
phenotype; diamonds, sibships of children with un-
known phenotype (number in diamond, sibship
size). Number at upper left of symbol, inpatient par-
ticipant identifier (age in years). Arrows, probands.

Table 1 Phase markers of overt rhythms

Control FASPS(n = 6) Difference P value
(n = 6) Mean ± s.d (hours:minutes)

Mean ± s.d.

Sleep Onset 23:10 ± 0:40 19:25 ± 1:44 3:45 < 0.0005
Sleep Offseta 07:44 ± 1:13 04:18 ± 2:00 3:26 < 0.0005
1st Slow Wave Sleep 23:55 ± 1:17 20:14 ± 2:35 3:41 0.002
1st REMa 00:55 ± 1:29 21:16 ± 2:25 3:39 < 0.0005
DLMO 21:21 ± 0:28 17:31 ± 1:49 3:50 < 0.0005
Temp Nadirb 03:35 ± 1:33 23:22 ± 2:55 4:13 0.002
an = 5 for FASPS only. bn = 5 for control and FASPS. Data include both nights of study. REM, rapid eye movement;
DLMO, dim-light melatonin onset; Temp, temperature.
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83.48; % stage 1 sleep, 11.72 ± 3.79 and 12.83 ± 4.37; % rapid eye
movement sleep, 20.08 ± 3.72 and 21.00 ± 7.58; and % slow
wave sleep, 10.30 ± 7.02 and 10.44 ± 3.59. One FASPS subject
had evidence of moderate obstructive sleep apnea and one con-
trol subject had periodic limb movements in sleep with micro-
arousals. None of the multiple sleep latency test results from
control or FASPS subjects were indicative of narcolepsy or other
cause of excessive daytime sleepiness.

We determined circadian phase using plasma melatonin and
body core temperature measurements13. The melatonin and tem-
perature rhythms were both phase-advanced by 3–4 hours in
FASPS subjects compared with control subjects (Table 1).

To eliminate the possibility of sleep deprivation or self-
imposed unconventional sleep–wake schedules, subjects kept
‘sleep logs’ at home for 1 week before admission to and for 2
weeks after leaving the Clinical Research Center. There was no
consistent seasonal bias for date of inpatient study in FASPS
compared with control subjects. 

Activity levels (actigraphy) were also recorded during the in-
patient stay and for 3 weeks after subjects went home. The
phase advance of self-reported sleep times in FASPS and control
subjects was consistent with ambulatory actigraphy and sleep
log data. By all three measures, FASPS patients were sleep phase-
advanced by 3–4 hours compared with control subjects (data
not shown). The large difference in Horne-Östberg scores for
FASPS patients (77 ± 6.7; n = 5) and control subjects (48.2 ± 4.6;
n = 6) (P = 0.006) is consistent with a phase advance of this large
magnitude. The average Horne-Östberg score of 48.2 for the
control subjects also supports our sleep log, actigraphy and clin-

ical assessment that they were not sleep
phase-delayed.

There was also a profound qualitative dif-
ference between groups. People with con-
ventional sleep schedules tend to stay up
later and wake up later when on vacation.
In contrast, FASPS subjects tend to fall
asleep even earlier and also to wake up ear-
lier during vacation, consistent with their
substantial tendency towards sleep-phase
advance (data not shown).

We studied one 69-year-old subject in a time isolation facility
to determine the endogenous period of her circadian clock. We
determined sleep–wake and temperature data during the time
isolation study (Fig. 2). Periodograms showed a very short τ (23.3
hours) for both rhythms compared with those of a sex- and age-
matched control subject (24.2 hours) and with estimates of 24.0
to 24.5 hours in other studies14.

Our results define a hereditary circadian rhythm variant in hu-
mans associated with a short endogenous period. The clinical
histories, sleep logs and ambulatory actigraphy patterns of FASPS
subjects demonstrated a significant phase advance of the
sleep–wake rhythm in normal life settings relative not only to
our control subjects, but also to sleep–wake schedules widely
held to be conventional and to published values for sleep–wake
schedules8. Inpatient recordings confirmed the early sleep phase
and showed that the melatonin and temperature rhythms were
also advanced. FASPS subjects tended to fall asleep during solar
clock times that correspond to the ‘maintenance of wakefulness
zone’ in conventional sleepers15,16. Similarly, FASPS subjects
tended to wake up during solar clock times that correspond to
the circadian peak of sleepiness in conventional sleepers15,16.

To our knowledge, no well-characterized monogenic circadian
rhythm variant has previously been reported in humans.
Furthermore, a profoundly advanced sleep–wake rhythm has
been thought to be exceedingly rare in healthy, young, non-
depressed adults5. However, in the families reported here, there is
a clear autosomal dominant transmission of profound sleep
phase advance, indicating that ASPS in the young is more com-
mon than previously thought.

Several observations support the assertion
that FASPS is a genetic trait and not a learned
habit. Siblings in these kindreds were often
widely divergent for morning, evening or
conventional sleep–wake preference; more-
over, the onset of the phenotype is often
after young adults are living independently.
Thus, parental or cultural factors are not a
reasonable explanation for this robust and
stable phase advance. This is consistent with
other evidence that ‘morningness–evening-
ness’ is stable despite variable social and en-
vironmental factors17. Phenotypically, FASPS

Fig. 1 Pedigrees of three FASPS kindreds. Circles,
males; squares, females. Filled symbols, affected in-
dividuals; open symbols, unaffected subjects; sym-
bols with central dots, individuals of unknown
phenotype; diamonds, sibships of children with un-
known phenotype (number in diamond, sibship
size). Number at upper left of symbol, inpatient par-
ticipant identifier (age in years). Arrows, probands.

Table 1 Phase markers of overt rhythms

Control FASPS(n = 6) Difference P value
(n = 6) Mean ± s.d (hours:minutes)

Mean ± s.d.

Sleep Onset 23:10 ± 0:40 19:25 ± 1:44 3:45 < 0.0005
Sleep Offseta 07:44 ± 1:13 04:18 ± 2:00 3:26 < 0.0005
1st Slow Wave Sleep 23:55 ± 1:17 20:14 ± 2:35 3:41 0.002
1st REMa 00:55 ± 1:29 21:16 ± 2:25 3:39 < 0.0005
DLMO 21:21 ± 0:28 17:31 ± 1:49 3:50 < 0.0005
Temp Nadirb 03:35 ± 1:33 23:22 ± 2:55 4:13 0.002
an = 5 for FASPS only. bn = 5 for control and FASPS. Data include both nights of study. REM, rapid eye movement;
DLMO, dim-light melatonin onset; Temp, temperature.
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Early-bird family in the world

three human period homologs, hPer2 is the
most similar to dper (15). In addition, mutations
in Per in the fly (16) and in the mouse (mPer)
(17) produce a similar short period phenotype.
In humans (and other animals), short period
mutations are predicted to phase-advance circa-
dian rhythms under entrained conditions (18,
19). Furthemore, unlike mPer1 and mPer3, the
phase response curve for light induction of
mPer2 RNA is maximal at CT 14 (20) when
phase delays are elicited by light. This is con-
sistent with a predominantly phase delay func-
tion for mPER2. Thus, a loss-of-function mu-
tation in hPER2 could, theoretically, lead to a
phase advance.

The localization of hPer2 on chromosome
2qter was confirmed by isolating a BAC clone
(552H8, CITB human BAC library) containing
the hPer2 gene for use in fluorescence in situ
hybridization experiments (21). This BAC
mapped to the tip of chromosome 2q (12). In
addition, we used a polymorphism in hPer2 to
genotype K2174 and performed two-point link-
age mapping with nine markers noted previous-
ly (13). A recombination demonstrated the
hPer2 gene to be distal to marker D2S338. The
haplotype of the remaining eight markers was
fully linked to hPer2 in this family. The indi-
viduals in branch 3 were considered to repre-
sent phenocopies, and mutation analysis of
hPer2 was performed.

Human Per2 comprises 23 exons (Fig. 2A)
(22). A sequencing error of the hPer2 cDNA
(GenBank accession number, NM 003894) was
identified; the reported cDNA has a missing
base at position 3652 that shifts the reading
frame, predicting translation of 69 amino acids
that are not homologous to other PER proteins
before the stop codon. With the corrected se-

quence, the region 3! of that base encodes 78
amino acids that are 64% identical to mPER2.

Single-strand conformation polymorphism
(SSCP) analysis (23) of affected and unaffected
individuals revealed a complex banding pattern
in exon 17. Sequencing of this exon from indi-
viduals in K2174 revealed four changes. Three
of the four changes [base pair 2087 (bp2087)
A/G, bp2114 A/G, and bp2117 A/G] occur at
wobble positions and, therefore, preserved the
amino acid sequence. However, the base
change at position 2106 (A to G) of the hPer2
cDNA predicts substitution of a serine at amino
acid 662 with a glycine (S662G) (Fig. 2). This
change was not found in 92 controls. The
S662G change cosegregates with the ASPS
phenotype in this family, except for the branch
in which the FASPS-associated marker alleles
were unlinked (Fig. 1). Four additional at-risk
individuals in the family carry the mutation but
did not meet strict affection criteria, although
they did show a strong tendency of early sleep-
wake preference (Horne-Östberg scores 74.4 "
7.2; n # 4) (1).

To establish whether this mutation causes
FASPS, the S662G mutation was functionally
characterized (24). To determine whether S662
is located within the CKIε binding site of
hPER2, CKIε, myc-epitope tagged mPER2,
and the indicated truncation mutants of mPER2
(Fig. 3) were expressed in rabbit reticulocyte
lysates and mPER2 peptides were immunopre-
cipitated with antibodies to myc (25). CKIεwas
coprecipitated with mPER2(1 to 763) but not
mPER2(1 to 554), thus demonstrating that the
CKIε binding site of mPER2 is located between
residues 554 and 763, corresponding to residues
556 to 771 of hPER2 (Fig. 3).

Studies of doubletime (dbt) mutants in Dro-

sophila (26) and the tau mutant in the golden
hamster (27) indicate that mutations affecting
the function of CKIε disrupt endogenous circa-
dian clock function leading to altered period
lengths or arrhythmicity. In addition, hPER2
and mPER2 are substrates of CKIε. Because
the S662G mutation is located within the CKIε
binding region, hPER2 and mPER2 fragments
extending from amino acids 474 to 815 and 472
to 804, respectively, were used to evaluate the
effect of the mutation on PER2 phosphorylation
(28). To test whether the S662G mutation elim-
inates a potential phosphorylation site, reticulo-
cyte lysates containing 35S-labeled hPER2 frag-
ments were incubated with a low concentration
of CKIε (0.25 ng/$l). An electrophoretic mo-
bility shift was observed when wild-type
(S662) but not mutant (G662) fragments were
treated with CKIε (Fig. 4A). A similar result
was obtained with wild-type and mutant
mPER2 fragments (12). Phosphatase treat-
ment confirmed that this shift was due to
phosphorylation (Fig. 4). When the experi-
ment was repeated with a higher concentra-
tion of CKIε (6.5 ng/$l), mobility shifts were
observed for both the wild-type and mutant
hPER2 fragments (Fig. 4B). Thus, regardless
of the phosphorylation status of S662, other
residues in the peptide can be phosphorylated
with excess kinase.

CKIε preferentially phosphorylates peptides
with acidic [for example, DDDD-X-X-S] or
phosphorylated residues [for example, S(P)-X-
X-S] immediately upstream of the target resi-
due (where D is aspartate, S is serine, S(P) is a
phosphoserine, X is any amino acid, and the
underlined “S” is the target of the subsequent
phosphorylation) (29, 30). Analysis of the
hPER2 sequence reveals four additional serine

Fig. 2. (A) Genomic
structure of hPer2.
The hPer2 gene con-
tains 23 exons (col-
ored rectangles). The
intervening introns
are not drawn to
scale. The mutation in
kindred 2174 (S662G)
occurs in exon 17.
The “%” above exon
22 shows the location
of the sequence error
(a 1 base pair dele-
tion) in the hPer2
cDNA GenBank se-
quence. (B) The hPer2
mutation in kindred
2174. DNA sequences
from the hPer2 gene

of control (upper) and FASPS (lower) individuals are shown. An arrow marks a double peak at
position 2106 in the hPer2 sequence obtained from an affected individual. This A to G
transition (sequence shown is of inverse complementary strand) predicts substitution of a
highly conserved serine residue at amino acid position 662 by a glycine. A double peak was
noted when each DNA strand was sequenced in both directions. (C) Amino acid sequence of
various PER homologs from the region harboring the FASPS mutation (37 ). The serine at
position 662 is replaced by a glycine (G) on the mutant allele. Four asterisks mark four
subsequent conserved serine residues each with two intervening amino acids.
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Competition experiment using 
an ancestor of plants

longer defeated but can coexist with wild type. This result
excludes the interpretation that the differential growth char-
acteristics we report here are because of a secondary mutation
that is unrelated to the clock.

Phase Relationships Are Different Between Resonating and
Nonresonating Combinations. We do not presently know the
physiological mechanism by which one strain out-competes the
other. Several factors could be responsible, e.g., competition
for limiting resources such as light, nutrients, and carbon
dioxide. It is also possible that strains of cyanobacteria rhyth-
mically secrete diffusible factors that inhibit the growth of
other cyanobacterial strains. Are the results depicted in Figs.
2 and 3 because of a failure of the cyanobacterial clock to
entrain to LD cycles that are significantly different from their
FRP? Apparently not. When the phases of the luminescence
rhythms (reporting psbAI promoter activity) of individual
colonies are compared after growth in LD 11:11, 12:12, or
15:15, all colonies within each strain type are in phase with
each other. Furthermore, measurements of the phase response
curves of wild type, SP22, and P28 to 12-h dark pulses indicate
that each of these strains would be able to entrain to LD cycles
that are !10 h or more from their FRP (data not shown).

The most likely explanation for the differences in selective
advantage is that the phase relationships between biological
rhythms and environmental cycles are predictably altered in
different combinations of FRP vs. the period of the LD cycle
(23). Indeed, the phase relationships between the lumines-
cence rhythms and the LD cycles are different among the strain

types (Fig. 4). The optimal combinations of FRP!LD period
(e.g., wild type on LD 12:12 and P28 on LD 15:15) are
correlated with a phase relationship of rhythmic psbAI pro-
moter activity being low in the early day and peaking near dusk
(Fig. 4). This result confirms that the phase relationship of the
circadian timekeeper is altered when entrained to different LD
cycles; however, note that the rhythm of psbAI promoter
activity might not be the rhythmic output that is most directly
related to the selection.

Whatever specific processes are responsible for the selective
advantage we have observed, our experiments clearly indicate
that having a circadian clock with an FRP similar to that of the
environmental cycle is adaptive for the cyanobacterium Syn-
echococcus. Our results are not because of noncircadian mu-
tations in our strains, because the mutant strains can defeat
wild type under LD cycles that resonate optimally with the
mutant FRPs (Figs. 2 and 3), and rescuing the circadian
phenotype of the clock mutant P28 also recovers the compet-
itive ability of the strain in LD 12:12 (Fig. 3D). Moreover, the
competition results are the same under competition between
strains with the same (Fig. 2) or different (Fig. 3) antibiotic
resistances. Therefore, our results are not an artifact of
different selective markers.

The circadian clock mutants that we studied were not
impaired in growth or reproduction when grown in pure
culture; therefore, growth in competition is a very sensitive
method by which to assess reproductive fitness conferred by a
circadian program. Based on our data, we conclude that the

FIG. 3. Kinetics of competition between wild-type and mutant!rescued strains (batch cultures). (A) Competition between wild type (AMC343)
and P28 in LD 12:12, LD 15:15, and LL plotted as a function of estimated number of generations. The results for two experiments (of five
independent experiments) are shown for each LD treatment. Ordinate, Percentage of colonies in the population that are P28. (B) Competition
between wild type (AMC343) and SP22 in LD 12:12 and LL plotted as in A. The results for two independent LD experiments are shown. Ordinate,
Percentage of colonies in the population that are SP22. (C) Comparison of the open-symbol raw data from A (points and heavy lines) with the
results of modeling (thin lines) by using the equation shown, where w " relative fitness [wwt for AMC343 (wild type), wP28 for P28] and p " fraction
of a given strain in the mixed population [pt for generation (t), pt#1 for generation (t # 1)]. (D) Competition between wild type (AMC343) and
either P28 (FRP " 30 h) or P28R (FRP " 25 h) in LD 12:12. Two independent experiments are shown (open and closed symbols). Ordinate,
Percentage of colonies in the population that are P28 or P28R. For all panels, the horizontal lines are the predictions if the initial population
compositions are maintained.

Evolution: Ouyang et al. Proc. Natl. Acad. Sci. USA 95 (1998) 8663
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“Resonance seems essential.”

(24h period type)

(30hr environment)

(24hr environment)


