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DAQ baseline design

Hardware trigger less DAQ system ~ record all the hits ~

Digitize all the photo sensor signals above threshold
(~ % photo electrons ) and read out by a computer.

Key components

e Self triggering
& dead-time free
signal digitizers
e HV (LV)
for photo-sensors

e Intelligent
network interfaces

e Front-end module
in the water
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Slow control /monitor
( with SiITCP?)

Data
transmitter
(SITCP?)

HVPS ( LV for HPD )

Signal Digitizer

( 24 sensors / module ?)




DAQ baseline design

Hardware trigger less DAQ system ~ record all the hits ~

Digitize all the photo sensor signals above threshold
(~ % photo electrons ) and read out by a computer.

Possible configurations
of the signal digitization QBEE

e QTC(ADC)+TDC
Similar to QBEE for SK4
e FADC PMT]

signal

Proposed by the Canadian group  (24ch) SEcs

* 60MHz Clock
2 « Trigger

In Japan, we started R&D
to develop a test module
with QTC & FPGA based TDC.



Recent updates of the DAQ R&D

R&D of the new front end module
1) Use spare QTC chips for SK

( We don’t have many but sufficient for the tests. )
2) Use new FPGA based TDC developed in FNAL
by Jinyuan-san.
AMT3 chip ( used in QBEE ) has been discontinued.
The first buffer of AMT3 was not sufficient
and ringing of the PMT signal may fill up the buffer.
Data bus throughput is not sufficient
to read out all the hits at maximum rate.
This TDC is now under development
for muon experiment in FNAL.
From this summer, evaluation of this TDC will be started.
Once this TDC is confirmed to be feasible,
we will start working on the analog part.

We need to develop new QTC for the real detector.
( We are planning to contact “lwatsu”, for possible collaboration. )



What we are going to do with the test detector

* Proof of the concept and performance evaluations

Clocking scheme

LV Power R GbE x 4 Clock
timing synchronization (eve) - | * Counter
Stablllty and Jltter [‘)’C/DC converters Fggrs;ToRtigﬁtﬁzller)
Slgnal dlgltlzatlon SIO\!vciontroI /minitor El)atart\
Methods : FADC, QTC+TDC R i
Noise level HVPS (LVfor HPD )| e .
Charge & timing resolution s
Dynamic range and linearity
( 24 sensors / module ?)
Data transfer system ISiSLIs

Slow monitor
Water proof
chassis, connectors and cables

» Stability & durability
* Feasibility



Current plan of the photo sensor R&D

Schedule

H?re
" Perforthance evaluation
20" high-QE i
HPD Sty el . Test in the water tank
'
20" high-QE '
box&line PMT .
:
|
High-QE '
Super-K PMT .
:
|
8” HPD '
*

2012 2013 2014 2015 2016

® Development of 20” HPD is still ongoing
e Preamplifier for large AD size, Low capacitance AD
® |n this summer, 20" high-QE box&line PMT will be installed in the tank

Taken from the presentation at TIPP 2014 by Suda-san.



http://indico.cern.ch/event/192695/session/9/contribution/128/material/slides/0.pdf

Rough timeline of the DAQ system R&D

2013 2014 2015 2016 2017
R&D of HVPS Decision of
in HPD photo sensor
technology

Photo sensor
Performance evaluation (*)

R&D of TDC Design and production Evaluation
of the 1t modules in the test
R&D of FADC detector.
pesign and proca ONn 0
R&D of QTC e 2% front end moaqule

*) We have started tests of the new photo sensors
in the EGADS detector in collaboration of the EGADS group.



Rough timeline of the DAQ system R&D

2013 2014 2015 2016 2017
R&D of TDC Design and production Evaluation
of the 1t modules in the test
R&D of FADC detector.
D O d proca ONn 0
R&D of QTC e 2™ Tront end moadule

1) 1%t prototype may not contain power supply for the photo sensor
Check the basic functionalities, performance and feasibility,
together with the new sensors.

2) 2" prototype hopefully has all the functionalities
including power supply for the photo sensors
Check the performance of the signal digitization and
the other peripheral functionalities.



ltems to be designed in the R&D

Front end board core components

TDC
QTC
FADC

LV for HPD (?)
HV for PMT (?)

Clock receiver / transmitter

System control
Network I/F

FPGA-based
Successor of QTC for QBEE?

Finalize when the sensor is choosen
Finalize when the sensor is choosen
Low skew ( << 100 ps )

Successor of SiTCP
Rapid /O



ltems to be designed in the R&D

Clock module ~ synchronization

Clock module Accurate 10 ~ 100 MHz clock generator
Clock distributor Low skew ( << 100 ps )
Clodk distribution cable Combined with network cable ( ?)

Data transfer line ( from the FEBs to the readout computers )

Data Concentrator Prefer to connect usual PC directly.



ltems to be designed in the R&D

Water tight front-end board chassis and related

Signal connector from photo sensor to FEB
3kV HV connector for PMT

10kV HV cable If HV is located in the FEB box
10kV HV connector If HV is located in the FEB box

Network cable
Network connector

Power supply connector
Chasis






6. Recent updates of the DAQ R&D

Basic requirements of the front-end module

* Built-in Discriminator * TDC lowest bit
Yap.e.(~0.3mV) 0.52 ns

* Charge integration gate * Low power consumption
~ 400 ns ~< 1W / channel

* Processing Speed

~1 usec / hit
* High Sensitivity for single p.e.
* Charge Response
Resolution: ~ 0.05p.e. (<25p.e.)
* Wide Charge Dynamic Range ()
0.1~ 1250p.e. (0.2~2500pC)
* Timing Response
0.3ns (1p.e.< -3mV) (RMS)
0.2ns (>5p.e.)

(") QTC has 3 charge ranges
to cover wide dynamic range
(1:7:49)




6. Recent updates of the DAQ R&D

Front-end board

Front-end board

Ethernet

readout computers

Ethernet

Front-end board Front-end board

readout computers

| Sort PMT hits

Hits sorter + Merger

- in the order of timing.

4  F N e e e mme oo
T P : l : Offline system
; used to be “event-builder” ; software trigger system F’ (analysis & storage)

1) Digitize all the signal ( timing and charge ) above ~ 1/4 p.e.
2) Read out timing and charge with the computers.
3) Define events with software and store the event data.
Sort the hits in the order of timing and
a) search for the timing cluster, and

b) apply reconstruction program for low E,
( recent work / improvements in SK )



6. Recent updates of the DAQ R&D

Front-end board

Front-end board

Ethernet

readout computers

Ethernet

Front-end board Front-end board

readout computers

Hits sorter + Merger

Sort PMT hits
1 in the order of timing.

i used to be “event-builder” ;

ST GIAERAIS B filtered data
data recorder

: E software trigger system F} SIS B 21

(analysis & storage)

(all the hits)

N Selected event data

A N

~ 50 cores / compartment
Distributed system

Record all the hit data before and after the supernova for ~ 60 sec.

Transfer all the data to single computer and keep them in the main memory for ~ 60 seconds.
Once supernova burst candidate is identified, dump the data to the disk.

This also implemented in SK and now under the test.

r -------------------
|

Hits sorter + Merger g« «1



