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Accuracy:
• Large samples provide high accuracy on 

global parameters (cosmology, DM mass 
function, galaxy evolution models etc)

• Diversity informs systematic modeling by 
probing unknown unknowns

Discovery:
• Large samples will contain surprises, 

extreme or exotic lenses enabling new 
types of  investigation

Motivation
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• CLASS (N lenses; Browne, Fassnacht) 
  

• SLACS (N lenses; Bolton, Auger, Treu, Koopmans) 
!

• SQLS (N lenses; Oguri, Inada) 
!

• HST (N lenses; Moustakas, Marshall, Faure, Jackson, More, Pawase) 
!

• SL2S (N lenses; Gavazzi, Sonnenfeld, More) 
!

• BELLS (N lenses; Bolton, Brownstein) 
!

• SPT/Herschel (N lenses; Vieira, Negrello) 

The first 10 years of  industrial strong lensing

N ~ 101-2
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Upcoming Imaging Surveys

•PS1, DES, HSC, KIDS: ~1000 lensed 
quasars, 100s of  group and cluster arcs 
!

•LSST: 103-4  lensed quasars, 100s of  
lensed SNe, 104 arcs and rings 
!

•Euclid: 105 galaxy-scale lenses 
!

•SKA: few 105 systems   
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Upcoming Imaging Surveys

•PS1, DES, HSC: 1000 lensed quasars, 
100s of  group and cluster arcs 
!

•LSST: 104 lensed quasars, 100s of  lensed 
SNe, 1000s of  arcs 
!

•Euclid: 105 galaxy-scale lenses 
!

•SKA: few 105 systems   

•6m aperture, 10 sq deg field, 24th 
mag depth in 30 seconds, ugrizy 

•0.4-1.0” seeing (Cerro Pachon) 

•10 year, 18000 sq deg survey, 200 
visits per object per band 

•5-10 day cadence 
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Upcoming Imaging Surveys

•PS1, DES, HSC: 1000 lensed quasars, 
100s of  group and cluster arcs 
!

•LSST: 104 lensed quasars, 100s of  lensed 
SNe, 1000s of  arcs 
!

•Euclid: 105 galaxy-scale lenses 
!

•SKA: few 105 systems   

•0.1-0.3” image quality, 15000 sq deg 

•Approaching the 10 lenses per sq deg seen in HST 
images (COSMOS, HAGGLeS): sources are mostly 
star-forming galaxies 

•Galaxy structure and evolution studies, on a heavily 
industrialised scale 
!

Euclid,SKA
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For a system to qualify as a lens 
candidate, it must be explained by a 
plausible lens model 
!
!
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Thinking about Lens Finding

For a system to qualify as a lens 
candidate, it must be explained by a 
plausible lens model 
!
!
! Nebula Lens

vs.

LensTractor  
(Marshall, Agnello et al) 
!
Robotic lensed  
QSO candidate 
detection 
!
Classification 
based on explicit 
model comparison,  
Pr(d|LENS) /  
Pr(d|NEBULA) 
 

Multi-filter, multi-epoch data,  
unknown PSF



Thinking about Lens Finding

For a system to qualify as a lens 
candidate, it must be explained by a 
plausible lens model 
!
!
!

Chitah  
(Chan et al 2014) 
!
Robotic lensed  
QSO candidate 
detection 
!
Classifies based  
on optimized  
Pr(d|x,LENS) from 
explicit model

Chitah: hunter of strong lenses 7

Fig. 6.— Examples of the incorrect identifications. Mock quads,
mock doubles and duds are shown in the left, middle and right
columns respectively. Each image cutout is 8′′×8′′. The red cross
is the estimated centroid of the lens light. We identify the locations
of quasar images, which we indicate with the 4 blue dots. The
red elliptical lines are critical lines where lensed images are highly
magnified. The red diamond-shaped lines are caustics where the
critical lines map to on the source plane. The green squares are
the mapped sources of the identified quasar images from the best-
fitting lens model. Panel (a) shows that Chitah mis-identifies the
four image positions as the blue lens light residuals rather than the
faint quasar images that are in green. Panel (b) shows that Chitah
mis-identifies one quasar image because of imperfect lens-quasar
separation. Panel (c) shows that a large χ2 results from the two
quasar images not being collinear with the lens light center, leading
to an incorrect classification of this system as a non-lens. Panel
(d) shows that Chitah mis-identifies the position of the fainter
quasar image. Panels (e)/(f) show that the surrounding blue blobs
are mis-identified as quasar images that can be well fitted by an
SIE/SIS model by chance.

As shown in Figure 7, we plot the ROC curves for each
of the “bright” (left-hand panel), “faint” (middle panel)
and “ultra-faint” (right-hand panel) samples. Each curve
is mapped out by varying χ2

th: we start at the lower-left
corner of the plot with a small χ2

th value, and as we in-
crease χ2

th, we go along the curve toward the top-right
corner. The goal is to be near the top-left corner with a
high TPR and a low FPR. In each curve, we mark the
locations of χ2

th = 1, 4 and 7 by circles, diamonds and
squares, respectively. For the bright quads with large
separations (thick solid curve in the left-hand panel),
Chitah is able to capture these quads with a TPR >
90% and FPR < 3% when χ2

th ∼ 4. Even for the faint
quads with large separations (thick solid curve in the
middle panel), we obtain TPR > 80% and FPR < 5%
when χ2

th ∼ 4. In general, large-separation quads (thick
solid curves) are easier to identify than small-separation
quads (thick dashed curves) given the higher ROC curves
of large-separation quads. Also, the ROC curves of quads
are closer to the top-left corner than those of doubles.
This implies that Chitah can hunt down a much purer
sample of quad candidates than double candidates. Ac-
cording to the ROC curves, we can adopt the appro-
priate threshold for quad and double classifications, i.e.,
χ2

th ∼ 4 for quads and χ2
th ∼ 1 for doubles. We ex-

pect such threshold values to be applicable to imaging
surveys that have image qualities similar to that of our
mock lenses based on CFHTLS.

In Figure 8, we investigate the detection sensitivity on
rein (which is roughly half of the quasar image separa-
tion). The top panels show the TPR that is estimated

with χ2
th = 4 for quads and χ2

th = 1 for doubles. The
number of mock lenses for each rein bin is shown in the
bottom panels. As seen from the top panels, Chitah is
able to capture quad lenses with large rein with nearly
constant TPR as set by χ2

th. However, we see a sharp
drop in TPR as rein becomes smaller than 0.′′5. Small
separation lenses (! 1′′ with rein < 0.′′5) are harder to de-
tect since the quasar images are blended together given
the PSF FWHM of 0.′′8. Therefore, the performance of
Chitah in detecting small-separation quads is set by the
image quality. For the doubles (thin lines), the TPR
shows a decline at both small rein and large rein. At small
rein, it is more difficult to resolve the two quasar images,
so it is harder to fit an SIS model. However, the drop in
TPR for doubles is not as drastic as in that of the quads
because with only two images, it is relatively easy to use
an SIS to constrain the image configurations. Note that
the high TPR of mock doubles also have correspondingly
high FPR (> 20%), as visible in Figure 7. At rein " 1′′,
there is also a gradual decline in the TPR for the dou-
bles as rein increases. This is due to the typically larger
offset between the SIS centroid and the lens galaxy light
centroid as the quasar image separation increases. The
input mass distribution for generating the quasar image
configuration is an SIE with external shear, which could
lead to the two quasar images not being collinear with
the lens mass center. The offset is typically larger for
doubles with larger quasar image separations (i.e., larger
rein). In contrast, the SIS model by construction has
its mass center collinear with the two predicted quasar
image positions. Therefore, the SIS model will tend to
produce higher χ2

c in Equation (8) for larger rein, caus-
ing a decline in the TPR. For the quads, the decline in
TPR at large rein is less apparent because we use an SIE
model to fit to the quad configuration and the effect of
the external shear can be mostly absorbed into a change
in the ellipticity of the SIE to yield a low χ2.

5. APPLICATION TO COSMOS5921+0638

To demonstrate that Chitah not only captures simu-
lated lenses but also real lenses, we consider the known
gravitational lens COSMOS 5921+0638 in this section.

5.1. Observations of COSMOS5921+0638

The lens system COSMOS5921+0638 is one of the 67
strong lens candidates discovered by Faure et al. (2008)
via visual inspection of early-type galaxies with redshifts
< 1.0 in the 1.64 deg2 HST COSMOS survey (Scov-
ille et al. 2007). The HST Advanced Camera for Sur-
veys (ACS) F814W exposure of COSMOS5921+0638,
obtained from the data release by Faure et al. (2008)13,
is shown in Figure 9. Anguita et al. (2009) ob-
tained spectroscopic follow-up observations and per-
formed a detailed analysis of the lensing system COS-
MOS5921+0638. They have confirmed that COS-
MOS5921+0638 is a lensed quasar not a lensed galaxy
based on the morphology, i.e, the four point-like images
that lie around an early-type galaxy suggests that the
background source is a quasar. They also measured the
lens redshift to be zl = 0.551 from FORS1 observations

13 http://wwwstaff.ari.uni-heidelberg.de/mitarbeiter/cfaure/cosmos
/info/info.5921+0638.html
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Pr(d|LENS) = \int Pr(d|x,LENS) Pr(x|LENS) 
!
The lens model  
parameter prior  
Pr(x|LENS) is  
non-trivial, but 
was sampled  
by OM10…

10 M. Oguri and P. J. Marshall

Figure 5. The predicted redshift distributions of lensed QSOs
(upper panel) and SNe (lower panel). The histograms are dis-
tributions calculated from the mock lens catalogue constructed
using the Monte-Carlo technique, whereas the solid curves are
analytic results from equation (7).

detection criteria (the survey limiting magnitude, image sep-
aration, and flux ratio), and record only lens systems which
survive these criteria. In this way we can generate mock
catalogues of lensed sources for a particular survey.

Although the new Monte-Carlo technique tends to
be more time-consuming than the traditional analytic ap-
proach, it has several important advantages. (1) In this ap-
proach we can add more parameters to the lens model with
little additional computational cost. In the traditional ana-
lytic approach, adding additional lens parameters requires
an additional integral, particularly if the distributions of the
parameters are not independent of each other. This exponen-
tial growth in run time with model complexity is in marked
contrast with the Monte-Carlo approach, in which the CPU
time required scales approximately linearly with the number
of model parameters. (2) It is straightforward to include even
quite complicated lens selection functions, e.g., those depen-

Figure 6. Same as Figure 5, but the redshift distributions of
lensing galaxies are shown.

dent on many observables such as flux ratios, image sepa-
rations, time delays, and the properties of lensing galaxies.
(3) From the resulting mock catalogue we can examine the
expected distributions of lens and source parameters quite
easily. This is important because the population of strong
lenses generally differs from the population of general lens
and source populations (e.g., Oguri et al. 2005; Möller et
al. 2007; Rozo et al. 2007; Mandelbaum et al. 2009), and yet
we would very much like to use the former to understand
the latter.

4.2 Mock lens catalogue

As a specific example, in this paper we present the mock
catalogue of lensed QSOs and SNe expected for the baseline
survey planned with LSST (see Table 1 for the survey pa-
rameters). In practice, the catalogue is 5 times (QSOs) or
10 times (SNe) over-sampled in order to reduce shot noise.
The catalogue contains all the necessary information for each
mock lens, including the properties of lenses and sources,

c⃝ RAS, MNRAS 000, 1–17

Lensed quasars and supernovae in future surveys 11

Figure 7. Upper panel: The probability distribution of the lens
galaxy ellipticity e for double (solid) and quad (dotted) lenses,
obtained from the mock lens catalogue. Lower panel: The prob-
ability distribution of θe − θγ , where θe is the position angle of
the lensing galaxy and θγ is the position angle of external shear.
Since we assumed random distributions for θe and θγ , the original
unbiased (non-lens) population has a flat distribution of θe − θγ .

image positions, magnifications, and time delays between
image pairs.3

First, we examine the redshift distributions, to check
the validity of the Monte-Carlo technique. Figure 5 compares
the source redshift distribution of the mock lenses with the
analytic result obtained from equation (7). The reasonable
agreements of the distributions assure us that the Monte-
Carlo technique is indeed feasible and reliable. The total
number of strong lenses in the mock catalogue is 3132 ± 25
for lensed QSOs and 122± 4 for lensed SNe (the errors refer
to the 1σ Poisson error), which is again in good agreement

3 The mock lens catalogues described here are available at
http://kipac-prod.stanford.edu/collab/research/lensing/mocklens

with the analytic result shown in Tables 2 and 3. In Figure 6
we show lens redshift distributions which are again in good
agreement.

As discussed above, the mock lens catalogue is useful in
studying the lensing bias, i.e., the difference of the lens pop-
ulation from the normal population. As practical examples,
in Figure 7 we show the distributions of the lens ellipticity,
and of the alignment between the lens galaxy and external
shear, for double and quad lenses separately. We find that
the lensing galaxies of quad image systems are ∆e ∼ 0.1
more elliptical than those of double lenses. This result is
broadly consistent with Rozo et al. (2007) who showed such
a difference using the analytic approach. It appears that
there is no significant difference in the distributions of ex-
ternal shear between double and quad lenses. However, we
find that the relative orientation of lensing galaxies and ex-
ternal shear is biased: for quad lenses the direction of exter-
nal shear is more likely to be aligned with the major axis of
the lensing galaxy, whereas for double lenses the direction
of external shear is more likely to be aligned with the minor
axis. This bias can easily be understood by the well-known
approximate degeneracy between galaxy ellipticity and ex-
ternal shear (see, e.g., Keeton et al. 1997).

4.3 Distributions of time delays

The predicted distributions of time delays are important in
order to assess the measurability of time delays from fu-
ture time-domain surveys. In Figure 8 we show the expected
distributions of time delays and magnitude differences for
strongly lensed image pairs, derived from our LSST mock
lens catalogue. For double lenses, typical time delays are
∼ 1 − 3 months. Lensed SNe have somewhat shorter time
delays on average than lensed QSOs, partly because of their
lower redshifts and the stronger effect of the magnification
bias. In most cases the brighter images arrive first, as is ex-
pected from simple spherical mass models, but in some cases
the arrival order is inverted, i.e., the fainter images arrive
first. In either case the detection of first arrival images is as-
sured because of our use of the fainter image for computing
the magnification bias.

For quad lenses the situation is more complicated be-
cause there are three independent image pairs. However, in
Figure 8 we can clearly see a general trend that the first
arrival image tends to be fainter than the second and third
arrival images (∆m12 > 0 and ∆m13 > 0), and tends to be
brighter than the fourth arrival image (∆m14 < 0). Thus we
expect that the first image to arrive is most likely the third
brightest image; this provides support for our choice of the
third brightest images for computing the magnification bias,
because it assures the detection of the first lensed SN image
to arrive. The appearance of this first SN image close to an
early-type galaxy can act as an initial trigger, but two SNe
are likely to be needed to confirm the system as a lens (and
not a pair of SNe in the lens galaxy itself). The time delay
between the first image and the subsequent images will still
need to be measured, since the delay between images 2 and
3 will often be very short. Our result indicates that typi-
cal time delays for quad lenses range from ∼ 1 day for the
shortest delay to ∼ 1 month for the longest delay.

c⃝ RAS, MNRAS 000, 1–17

(Oguri & Marshall 2010)http://github.com/drphilmarshall/OM10

http://github.com/drphilmarshall/OM10
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The task and methods
Results: First blended targets in DES

So what do we do next?
Summing up

Summary
SQLS and selection bias
Performances
Deblended targets

Target selection
ANNs trained on unbiased simulated sample.

Adri Agnello Robots and future modelling

Lens Mining  
(Agnello et al 2014) 
!
Supervised 
machine learning 
methods - implicit 
lens model (prior) 
enters via the 
training set 
!
!
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For a system to qualify as a lens 
candidate, it must be explained by a 
plausible lens model 
!
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Thinking about Lens Finding

RingFinder  
(Gavazzi et al 2014) 

PCAFinder  
(Joseph et al 2014) 
!
Subtract lens light, 
process residuals, 
provide ranked 
candidates for 
inspection 
!
!

R. Joseph et al.: PCA-based lens finder

Fig. 2. Illustration of the ring finding process for two simulated Einstein rings from the Bologna Lens Factory (Sect. 4). For each
row, from left to right are shown 1- an example of simulated Einstein ring (64⇥64 pixels), along with its lens galaxy, 2- the lensed
ring after PCA subtraction of the foreground galaxy, 3- the result of curvelet denoising, 4- the polar transform of the ring revealing
a well visible horizontal line which position along the y-axis gives a measurement of the radius of the Einstein ring.

Radius (in pixels)

Fig. 3. Median pixel values along the pixel rows of the curvelet-
filtered images shown in the third column of Fig. 2. The black
line corresponds to the top row of Fig. 2 and the red line corre-
sponds to the bottom row. A simple thresholding scheme allows
us to detect the spike and to measure directly the size of the
Einstein ring (see text).

The choice of this selection window is discussed later when ap-
plying the method to specific data.

Computational time is an important parameter to consider as
well. Building the PCA basis involves finding the eigenvectors
and the eigenvalues of a n

2 ⇥ Ngal matrix, where n is the number
of pixels per stamp and where Ngal is the number of stamps in
the training set.

2.3. Building the PCA basis

Before computing the PCA basis, we rotate all the galaxies in the
training set so that their major axes are all aligned and we cen-

ter the galaxies in each stamp image. The rotation is performed
using a polynomial transformation and a bilinear interpolation.
This restricts further the parameter space to be explored and is
fully justified given that position angle of galaxies on the sky
distribute in a random way: the position angle cannot be a prin-
cipal component. Note that we do not apply any other re-scaling,
e.g. of parameters such as ellipticity, which do not distribute in
a random way.

Any companions to the galaxies used to build the PCA ba-
sis are a possible source of artefacts. Companion galaxies are
frequent enough to have an important weight in the final basis.
This can result in removing part of the lensed object at the end
of the process or, conversely, to create fake lensed objects.

In order to avoid this e↵ect, we select only galaxies with no
bright companions or with companions far away from the cen-
ter of light. This method results of course in reducing the size
of the PCA basis. To include more ”companion-free” galaxies,
one often has to widen the original selection function, at least in
surveys of limited volume, and this may results in a PCA basis
less representative of the considered sample. The selection also
involves reducing the e�ciency of the removal of galaxies with
companions. In order to search for strong lensing around that pe-
culiar kind of morphologies, one can devise a masking strategy,
but this has not been considered in the present study.

The PCA analysis is computed by building a matrix Xb in
which each of the n columns is an image from the basis set,
reshaped as a vector of size n

2. A singular value decomposition
is performed on the covariance matrix of the elements of the
basis, Xb, which boils down to find V , and W verifying

XT
b Xb = VWVT, (1)

where W is a diagonal matrix. The singular value decompo-
sition of Xb is written

Xb = U⌦VT, (2)

with ⌦2 = W, and U the matrix of the eigenvectors for the
decomposition of Xb. Therefore, the eigenvectors Ei can be re-

3

  Data       Residual   Denoised  Polar tr.



For a system to qualify as a lens 
candidate, it must be explained by a 
plausible lens model 
!
!
!

Thinking about Lens Finding

Space Warps  
(Marshall, More, Verma et al) 
!
Crowd-sourced image 
inspection, mental 
modeling. Supervised 
via training set (but 
imagination remains) 
!
!
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Crowd-sourced Lens Modeling

Visual inspection for candidate quality control: can we 
do better than “mental modeling”?

4 Küng et al

The preceding assumes a point source. To get an idea
of what an extended source would do, let us imagine mov-
ing the original source slightly. The contours of constant
arrival time will naturally move slightly, and so will the im-
ages. The movement of the contours will be most noticeable
where the contours are far apart, that is where the arrival-
time surface is nearly flat. As is evident from Figure 1, this
is the region where the minimum and saddle points lie, or
near the images. In this region, points on the source that
are close together produce images that are comparatively
far apart. In other words, the image is highly magnified.
In summary, lower curvature in the arrival-time surface for
a point source implies larger magnification of an extended
source. Conversely, where the arrival-time surface is strongly
curved, the image will be demagnified. We see from Figure 1
that the arrival-time surface tends to be highly curved near
the maximum. Hence maximum tend to be demagnified. In
practice, maxima of the arrival time are nearly always too
faint to see. The minima and saddle points dominate.

3 A LENS-MODELLING PROGRAM

SpaghettiLens is not part of Space Warps, but it makes use
of the Space Warps infrastructure, in particular, the image
database and the discussion forum.2 The forum is essen-
tial for establishing contact between interested members of
the Space Warps community and the project science team,
and then for enabling collaboration between them. We were
able to collaborate together on modelling objects from Space
Warps in the usual style of medium-sized astronomical col-
laborations, with video-conferencing and in-person meetings
where possible. Preliminary results were immediately sum-
marized on modelling threads on the forum, and anyone in-
terested was made welcome to join at any time.

Modelling with SpaghettiLens involves three stages,
markup of the image, followed by intensive numerical com-
putation carried out on a server in the background, followed
by review of diagnostics and possible discussion. We now
describe each of these.

3.1 Image markup

One begins by going to the SpaghettiLens web applica-
tion3 and entering the number of a Space Warps image tile.
SpaghettiLens then presents the image, along with zoom and
pan options and a markup tool to construct a spaghetti di-
agram. The human modeller now has to make an educated
guess for the topography of the arrival-time surface, and
input the locations time-ordering of the maxima, minima,
and saddle-points. The markup tool (which is inspired by
Figure 6 of Blandford & Narayan 1986, and is like that fig-
ure made interactive and overlaid on data) lets the modeller
enter the information by sketching saddle-point contours.
Examples can be seen in Figure 2 and the upper-left panels
of Figures 3 to 10. The loops in the markup tool were the
origin of the “spaghetti” metaphor.

2

http://talk.spacewarps.org

3

http://mite.physik.uzh.ch

Figure 2. Screen grab of SpaghettiLens in action. A Space Warps

image has been loaded in, re-centred and zoomed, and 5 images

and associated time delay surface “spaghetti” contours suggested,

using the marking tools associated with the buttons along the top

of the panel. The mass model is optimized server-side when the

right-most button is pressed.

The markup tool allows only valid lensing configura-
tions to be entered. The user does not need to think ex-
plicitly about the image parities (though the markup tool
provides this information using colour codes) or about time-
ordering, or worry about the odd-image theorem. The exact
placement of the loops in a spaghetti diagram has no sig-
nificance. Only the hierarchy of which loop is inside which
is relevant. The loops are there simply to help modeller’s
intuition.

As implemented so far, SpaghettiLens assumes that the
lens is dominated by a single galaxy. Accordingly, only one
maximum in the arrival-time surface is permitted, and it
is taken to be the centre of the main lensing galaxy. The
user can, however, mark additional minor galaxies: these
are modelled as point masses, the mass being fitted by the
program along with the rest of the mass distribution.

3.2 Numerics

Having sketched a spaghetti diagram, the user presses a but-
ton to initiate the next stage. SpaghettiLens then translates
the spaghetti diagram into input for GLASS, and forwards
this input. The task of GLASS, which runs server-side as it is
compute-intensive, is to find a mass distribution (x, y) that
exactly reproduces the given locations of the maximum, min-
ima and saddle points. This criterion by itself is extremely
under-determined — there are infinitely many mass distri-
butions that will reproduce a given set of maxima, minima
and saddle points, but typically they (a) produce lots of
extra images, and (b) look very unlike galaxies. Additional
assumptions (a prior) are necessary. GLASS uses the follow-
ing prior (cf. Saha & Williams 1997; Coles 2008).

c� 0000 RAS, MNRAS 000, 000–000

“SpaghettiLens” 
     
    Kueng et al 2014

10 Küng et al
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Figure 12. Model-recovered versus actual Einstein radii ⇥E,rec and ⇥E,act. Plus signs indicate models flagged by the modeller as failures

by commenting negatively about it in the forum.

curves are shallower than the red curve and ⇥E,rec is more
than ⇥E,act, by more than the model uncertainties. Now,
steeper mass profiles tend to give wider image separations
— recall that the image separation for a circular isothermal
lens is 2⇥E, whereas for a point mass it is more (see, e.g.,
Courbin et al. 2002) — so ⇥E,rec being too high is really a
consequence of the GLASS models being too shallow for the
sims.

Figure 12 shows that ⇥E,rec of the models tend to be too
high. However, this is entirely due to the GLASS model den-
sity profiles being too shallow, as illustrated above. We can
separate out the performance of the SpaghettiLens interface
and its users by comparing their results with the Einstein
radii of SpaghettiLens models made by an expert (PS). Dis-
counting the models which were flagged by the volunteers as
poor, the mean Einstein radius overestimate was 25%, with
a 20% standard deviation (shown by the light grey band in
Figure 12). The expert models show a statistically indistin-
guishable bias of 20%, with standard deviation 8% (the dark
grey band in Figure 12). One source of this systematic error
is that it is difficult to center of the lens accurately: an offset
leads to a flatter mass profile for the model compared to the
simulation.

5 OUTLOOK

This work has developed the concept of saddle-point con-
tours in the travel time of virtual photons, originally in-
troduced by Blandford & Narayan (1986) for understand-
ing image structure in strong gravitational lenses, into a
technique for mass-mapping lenses. Despite being highly ab-
stract, saddle-point contours look like schematic arcs, and
hence lend themselves to an intuitive markup tool for lenses
or lens candidates, which we call a spaghetti diagram. At the
same time, saddle-point contours encode information about
possible mass distributions, which can be translated into in-
put for an existing lens-modelling engine (GLASS, by Coles
et al. 2014).

SpaghettiLens is an implementation of these ideas, en-
abling experienced but non-professional lens enthusiasts to
model newly-discovered lens candidates from the Space
Warps citizen-science platform. The tests in this paper in-
dicate that such modelling would be both feasible and sci-
entifically interesting: given a suitable modelling tool, and
appropriate guidance, a small team of non-professional vol-
unteers was able to model a sample of 29 test lenses, and
measure their Einstein radii with comparable accuracy to a
professional expert.

There is, however, plenty of room for improvement:

(i) SpaghettiLens tends to overestimate the Einstein ra-

c� 0000 RAS, MNRAS 000, 000–000

Citizens = Experts
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Crowd-sourced Lens Modeling

Visual inspection for candidate quality control: can we 
do better than “mental modeling”?

Under construction: 
labs.spacewarps.org 
!
Platform for hosting 
web-based lens  
modeling code 
!
Shareable results  
pages enable  
collaborative model 
exploration and  
optimization

Rafi Kueng PhD Thesis

http://labs.spacewarps.org


Phil Marshall, University of Oxford  •  “Gravitational Lensing in the Age of Survey Science”  •  SnowPAC  •  March 2012

Community Lens Modeling

26

http://masterlens.astro.utah.edu/

http://masterlens.astro.utah.edu/
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Finding Lenses: 
• Motivation 
• Brief  history 
• Wide field imaging surveys 
• Approaches to lens finding 

!

Using Lenses: 
• Hierarchical inference
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Analyzing Strong Lens Ensembles

28

More lenses means higher precision

Sonnenfeld & Marshall
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Analyzing Strong Lens Ensembles

28

More lenses means higher precision

• Requires joint analysis

• Samples are imprinted with selection

• Individual objects make up populations 

Models of  ensembles are hierarchical

Extract maximum information from data

Fit for selection function
Sonnenfeld & Marshall
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Simple Example: 100 Lensed Quasars

• Suppose we follow up 100 time delay lenses. We’ll 
want to combine them to infer the Hubble constant

• We don’t want to introduce systematic errors by 
using an over-simplistic density profile - but if  we 
go flexible, the prior will be important

• Solution: make weak assumption that massive 
galaxies are somehow self-similar, and infer this 
conditional PDF (scaling relation plus scatter) 
simultaneously with the cosmological parameters

29
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100 Spherical Cows

        Double image configuration, spherical symmetry, known QSO 
positions, stellar mass to 0.1dex, radial magnification ratio (from 
extended source) to 1.5%

30
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100 Spherical Cows

        Double image configuration, spherical symmetry, known QSO 
positions, stellar mass to 0.1dex, radial magnification ratio (from 
extended source) to 1.5%
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Joint analysis: inferring H0

31

di
lenses i

• Global hyper-parameters:

• Individual lens parameters:

Probabilistic 
Graphical 
Model
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Inferring H0

32

Likelihood P(d|n) can be approximated as a sum over 
samples drawn from interim posterior: 
!    P(d|n) =  \int P(d|y) P(y|n)  

              =  \int P(d|y) P(y) [ P(y|n) / P(y) ] 

              ~  1/N \sum [ P(y|n) / P(y) ]k 

              ~  1/N \sum wk

MCMC sample each lens once, then sum 
importances in next level of  inference
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Inferring H0 (and other hyper-parameters)
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Inferring H0

Uninformative priors 
on individual object 
parameters lead to 
bias if  the objects are 
not unrelated

In this simple case the 
cosmological 
hierarchical inference 
is unbiased

Added 6 nuisance 
parameters to describe 
lens galaxy population, 
incurred no loss of  
cosmographic 
precision 
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More Hierarchical Inference Examples

35

• Disk and bulges in SWELLS (Brewer et al) 

• Dark halo M-c in CASSOWARY (Auger et al) 

• Subhalo populations (Vegetti et al) 

• ETG density profiles (Sonnenfeld et al) 
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Dark and stellar matter in ETGs

36
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Dark and stellar matter in ETGs

Inner DM profile slope 
consistent with NFW
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Dark and stellar matter in ETGs

Inner DM profile slope 
consistent with NFW

Dark matter content and stellar IMF of massive early-type galaxies 17
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Fig. 14.— IMF normalization hyper-parameters, for a gNFW dark matter halo. The red dot indicates the parameter values corresponding
to a universal IMF. Empty contours: inference with no selection function term. Filled contours: including the selection function term.

Fig. 15.— Model hyper-parameters describing the average dark
matter mass within 5 kpc, average dark matter slope and average
IMF normalization, for galaxies at z = 0.3, logM∗ = 11.5, Re =
5kpc. Empty contours: inference with no selection function term.
Filled contours: including the selection function term.

correlates with redshift. These correlations mirror the
trends of the slope of the total density profile γ′ with Σ∗
and z measured in Paper IV. At fixed redshift, galaxies

Fig. 16.— Rate of change in projected dark matter mass within
a cylinder of radius 5 kpc along the evolutionary track of an in-
dividual galaxy, calculated from Equation 22, as a function of the
growth rate in stellar mass. The dark matter halo is described with
a gNFW profile.

with a more compact stellar distribution (larger Σ∗) tend
to have smaller dark matter masses. Stellar mass density
is in turn related to the formation and evolution history.

IMF non-universal,  
normalization increases 
with galaxy mass
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Conclusions
• Wide field imaging surveys will contain 10-1000 

times more lenses than we currently have 

• Pure samples are enabled by high image quality 
and depth, but we’ll need good software 
instrumentation for catalog and image mining, and 
significant amounts of  human quality control 

• Lens candidacy requires a model: explicit, implicit 
or mental. Each approach has pros and cons 

• Accuracy: large samples have great potential for 
accurate galaxy evolution, dark matter and dark 
energy studies 

• Discovery: large samples will contain novel and 
exotic systems with new applications
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