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Critical question: How well do we really know the gain?

Planck (2018), A&A, 641, A2
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“Planck LFI  dependency map”
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CMB’s “chicken and egg” problem

Data

Sky

Instrument calibration

Need to know the instrument to 
measure the sky...

… but also need to know the sky in 
order to calibrate the instrument!
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Classic CMB analysis

Component 
separation

Calibration + 
mapmaking

Power spectrum   estimation
Parameter
estimation



8

End-to-end iterative analysis
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NPIPE (Planck PR4) and SROLL2

NPIPE = Joint low-level 
calibration and mapmaking 
through generalized linear 
regression of TOD templates

SROLL2 (Delouis et al. 2019) is 
a similar initiative, adopting a 
different gain+ADC model

Planck Int. LVII (2020), A&A, 643, A42
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Starting point for BeyondPlanck

Could we solve some of the outstanding issues with Planck LFI 2018 by:

1. speeding up the iteration process, and perform hundreds of 
component separation + calibration iterations, not just four?

2. break internal Planck-specific degeneracies using external data, 
in particular WMAP?

The name BeyondPlanck was chosen to

● recognize that this work builds on, and is a natural continuation of, 
the official Planck analysis effort

● emphasize that this involves not only Planck, but also other data sets



11

Main goals for BeyondPlanck

Main goals of the BeyondPlanck project:

● Implement an end-to-end analysis framework for 
current and future CMB experiments using Planck 
experience

● Demonstrate this framework with Planck LFI data

● Make software and results publicly available under an 
OpenSource license



3. Map out               with standard Markov Chain Monte Carlo 
(MCMC) methods
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The BeyondPlanck pipeline in one slide

1. Write down an explicit parametric model for the observed data:

     Let ω = {all free parameters}

2. Derive the joint posterior distribution with Bayes’ theorem:
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The BeyondPlanck data model
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The posterior distribution
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● P(fknee) = lognorm(DPC, 0.1)
● P(βsynch) = -3.1 ± 0.1

● P(Tdust)   = δ(Tdust - Tdust, HFI)
● P(aff) = N(aff,Planck, σ

2
l,ff)

● P(aame) = N(α⋅m857, σ
2
l,ame)

        ⁝
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How to sample from big distributions?
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The BeyondPlanck Gibbs sampler

What we want to do: How we actually do it:
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Main product: Ensemble of full sample sets

Instrument
Correlated noise CMB Stokes Q

Synch Stokes Q Synch pol β

...
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Frequency maps: 30 GHz Stokes Q

Suur-Uski et al. (2020)
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Sample-based low-l likelihood

Compute low-resolution CMB map and 
covariance matrix directly from samples: 

This is the first time uncertainties 
from gain, bandpass and a 
fine-grained foreground model 
have been consistently propagated 
into CMB low-l likelihood inputs

Colombo et al. (2020)

Slice through N
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Uncertainties on the optical depth of reionization

Paradiso et al. (2020)
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Computational resource requirements
G

allow
ay et al. (2020)

● Six independent Gibbs chains of each 200 samples were generated on 6 compute nodes
● Total wall production time for main run was 3 weeks
● Total CPU cost for main run was 220,000 CPU hours

○ For comparison, simulating one single traditional Planck Full Focal Plane 70 GHz 
realization costs O(104) CPU hours (Planck Collaboration 2016, A&A, 596, A12)

2.3 hours/sample 
on 

72-core node with 1.5 TB RAM
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One-minute summary

1. Instrumental and astrophysical uncertainties are intimately coupled!
○ Cannot know your instrument without knowing the sky, and cannot know the sky 

without knowing your instrument
○ Assertion: A global instrument+foreground analysis strategy is a strict prerequisite 

for reaching r ≾ 10-2, not a “nice-thing-to-have”
2. Know your instrument before commissioning!

○ Measure 4π beams, bandpasses, ADCs etc. accurately on ground! 
○ Develop realistic and practical uncertainty models, and integrate these into your 

analysis pipeline

3. Degeneracies should be broken by additional data, not “clever algorithms”
○ Design your own experiment to have as few “blind spots” as possible
○ Use results from earlier experiments -- but do propagate uncertainties properly!

● BeyondPlanck has implemented the first integrated end-to-end 
Bayesian CMB analysis pipeline, called Commander3
○ This has been successfully applied to Planck LFI
○ Computational costs are competitive with the traditional 

frequentist/simulation approach
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Online resources

BeyondPlanck project
Main webpage: https://beyondplanck.science
Products: https://products.beyondplanck.science

https://pla.esac.esa.int (subset; when papers are accepted)
Papers: https://beyondplanck.science/products/publications
Discussion forum: https://forums.beyondplanck.science

Commander 
Source code : https://github.com/cosmoglobe/Commander
Documentation: https://docs.beyondplanck.science

Cosmoglobe
Main webpage: http://cosmoglobe.uio.no

Planck Legacy Archive (selected BeyondPlanck products coming soon)
Link: https://pla.esac.esa.int

http://beyondplanck.science
http://products.beyondplanck.science
https://pla.esac.esa.int
http://beyondplanck.science/products/publications
https://forums.beyondplanck.science
http://gitlab.com/cosmoglobe/Commander
https://docs.beyondplanck.science
http://cosmoglobe.uio.no
http://cosmoglobe.uio.no
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Funding

This project has received funding from the European Union’s Horizon 2020 
research and innovation programme under grant agreement No 776282

● “BeyondPlanck”
○ COMPET-4 program
○ PI: Hans Kristian Eriksen
○ Grant no.: 776282 
○ Period: Mar 2018 to Nov 2020

● “bits2cosmology”
○ ERC Consolidator Grant
○ PI: Hans Kristian Eriksen
○ Grant no: 772 253
○ Period: April 2018 to March 2023 

● “Cosmoglobe”
○ ERC Consolidator Grant
○ PI: Ingunn Wehus
○ Grant no: 819 478
○ Period: June 2019 to May 2024 

Collaborating projects:
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Questions?


