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Csaba Csáki§, Hirosi Ooguri†, Yaron Oz† and John Terning

Department of Physics, University of California at Berkeley,

Berkeley, CA 94720, and

Theoretical Physics Group, Lawrence Berkeley National Laboratory,

Mail Stop 50A-5101, Berkeley, CA 94720

E-mail: csaki@thwk5.lbl.gov, ooguri@thsrv.lbl.gov, Yaron.Oz@cern.ch,

terning@alvin.lbl.gov

Abstract: We calculate the spectrum of glueball masses in non-supersymmetric

Yang-Mills theory in three and four dimensions, based on a conjectured duality
between supergravity and large N gauge theories. The glueball masses are obtained

by solving supergravity wave equations in a black hole geometry. We find that the
mass ratios are in good numerical agreement with the available lattice data. We also

compute the leading (g2YMN)
°1 corrections to the glueball masses, by taking into

account stringy corrections to the supergravity action and to the black hole metric.
We find that the corrections to the masses are negative and of order (g2YMN)

°3/2.

Thus for a fixed ultraviolet cutoÆ the masses decrease as we decrease the ’t Hooft
coupling, in accordance with our expectation about the continuum limit of the gauge

theories.
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Outline
• Introduction - the weird properties of the e-g system 

• Multi-particle representations of the Poincare group: 
pairwise little group and pairwise helicity 

• Pairwise spinor-helicity variable   

• Constructing  the magnetic S-matrix, 3-point 

• 2→2 electric-magnetic scattering  

• Scattering of GUT monopoles 

• Dressed states and pairwise helicity, Dirac 
quantization from Berry phase 



Introduction: the weird properties of the monopole-
charge system 

• J.J. Thompson (1904)   

• Another derivation of Dirac quantization 
• For dyons:  

• Zwanziger-Schwinger quantization 

• Relativistic (Zwanziger):  

at rest:2
~J field =

1

4⇡

Z
d3x ~x⇥

⇣
~E ⇥ ~B

⌘
= �eg r̂ ⌘ �qr̂ (2.1)

where r̂ is a unit vector pointing from the magnetic monopole to the charge. Quantum
mechanically, angular momentum is quantized in half integer units, and so we get yet
another derivation of the Dirac quantization condition [8] eg = n/2.

The angular momentum of the electromagnetic field Eq. (2.1) was generalized to the
case of dyons by Schwinger [23] and Zwanziger [24]

~J field =
X

qij r̂ij (2.2)

with the sum taken over all dyon pairs and

qij = ei gj � ej gi =
n

2
, (2.3)

where the Dirac-Schwinger-Zwanziger quantization condition3 for qij is once again implied
by angular momentum quantization.

Zwanziger [3] further showed how to write the angular momentum for scattering dyons
in a Lorentz covariant fashion

M⌫⇢
field;± = ±

X

i>j

qij
✏⌫⇢↵� pi↵ pj�q

(pi · pj)
2
�m2

i m
2
j

, (2.4)

where the sum is taken over all distinct dyon pairs in the initial state (final state) with a
+(�) sign. The origin of the unusual ± sign is the appearance of a t/|t| in the asymptotic ex-
pression for M . In the non-relativistic limit, this expression reduces to ~J field

± = ±
P

qij p̂ij ,
where p̂ij is the relative 3-momentum between the dyons in each pair. Since asymptotically
p̂ · r̂ = ⌥1, this exactly reproduces Eq. (2.2).

The physical implications of (2.1)-(2.2) are hard to overstate. They imply the following
unusual properties of charge-monopole (or general dyonic) systems:

• The conserved angular momentum for the interacting theory is different from the
angular momentum of the free theory

• As a consequence, the asymptotic quantum states representing dyon pairs do not
completely factorize into single-particle states

• In general there is no crossing symmetry for the electric-magnetic S-matrix

The first and second points can be immediately understood. Since the angular momentum
of the EM field depends only on qij and does not depend on the relative distance (just

2Due to the appearance of E and B the field angular momentum must be proportional to eg. It is also a
dimensionless vector for which the only candidate is r̂, hence the result must be proportional to egr̂ which
can be verified by explicit calculation [22].

3Sometimes this condition is given as (ei gj � ej gi)/4⇡ = n
2 . Here and throughout we normalize the

magnetic charge such that Eq. (2.3) holds, and there is never a (4⇡)�1 factor in the quantization condition.
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Angular momentum 

•  Note the ± sign - origin is t/|t| in asymptotic 
expression. Non-rel. limit:  

• Expression for in/out states differs by sign… 

• Consequences far reaching:  

at rest:2
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• Conserved angular momentum different from that of 
free theory 

• Asymptotic states do not factorize into one-particle 
states 

• No crossing symmetry for S-matrix



Multi-particle respresentations of  
the Poincare group  

• Need to understand the effect of the extra angular 
momentum piece on the two-particle states 

• Reminder: one particle states of Poincare Wigner 
(1939) 

• For every                 choose a  
reference momentum 
or                        for massive vs 
massless particles  

• Arbitrary momentum along               will be boost of 
reference momentum   

p2 = m2

k = (m, 0, 0, 0)

k = (E, 0, 0, E)

p2 = m2

2

k = (E, 0, 0, E). The little group is then defined as the
subgroup of Lorentz transformations that leaves k invari-
ant — which is U(1) (or more precisely ISO(2)) for mass-
less particles and SU(2) for massive ones. The label �
then serves to fix the transformation of |k,�i under the
little group. For example, for massive particles, � stands
for both total spin, s, and the z component of the spin,
sz, and so for all W 2 SU(2),

U(W ) |k ; s, sz i = Ds
s0zsz

(W ) |k ; s, s0z i , (2)

where Ds
s0zsz

(W ) is the spin s representation of the SU(2)
little group. For massless particles, � stands for he-
licity h, and the little group transformation is just a
phase eih�, where � is the U(1) rotation angle. To ob-
tain the quantum states in a di↵erent reference frame,
we first define a Lorentz transformation Lp such that
p = Lpk. The corresponding quantum state is then de-
fined as |p ; �i ⌘ U(Lp) |k ; �i. The transformation rule
for |p ; �i is then completely fixed by � as follows,

U(⇤) |p ; �i = U(L⇤p)U(W ) |k ; �i , (3)

where W = L�1
⇤p⇤Lp takes k ! k and so is always a little

group transformation. Consequently,

U(⇤) |p ; �i = D�0�(W ) |⇤p ; �0i , (4)

where D�0� stands for either Ds
s0zsz

for massive parti-

cles or eih� for massless particles. Once the one-particle
states are obtained, one can clearly form multi-particle
states by considering the direct product of these states.
Surprisingly, these are neither the most general multi-
particle representations of the Poincaré group, nor are
they the only ones useful for particle physics. To con-
struct more general n-particle representations, we first
consider products of 2n � 1 Poincaré groups, and only
later focus on their diagonal subgroup, which is our phys-
ical Poincaré group. Our construction is inspired by the
little-group approach to forming on-shell scattering am-
plitudes, where one initially assigns independent helic-
ity/spin quantum numbers for each spinor-helicity vari-
able, and only at the last step requires that all of these
helicities actually describe the transformation under a
common (diagonal) Lorentz group.

For simplicity, we first focus on the construction of
two particles, later generalizing to an arbitrary number
of particles. For a pair of particles 1 and 2 we consider
representations of the product group P1⇥P2⇥ P̃12 where
each of these P ’s is a separate copy of the Poincaré group.
While P̃12 may itself be thought of as a diagonal subgroup
of P̃1 ⇥ P̃2, it will act on a pair of momenta (p̃1, p̃2)
which at this stage are distinct from momenta p1 and
p2 corresponding to P1 and P2 respectively. Hence we
consider a direct product of two one-particle states and
another quantum state, corresponding to the momentum
pair (p̃1, p̃2),

|p1, p2, (p̃1, p̃2) ; � i ⌘ |p1 ; �1i⌦ |p2 ; �2i⌦ |(p̃1, p̃2) ; q12i .
(5)

Here �i characterizes all other non-momentum related
quantum numbers while q12 is an extra quantum number
associated with the particle pair. Below we will iden-
tify this quantum number explicitly as pairwise helicity.
Similarly to the single particle case, we can again define
the relevant reference momenta. For the single particle
momenta corresponding to p1, p2, we can choose k1, k2
defined exactly as in the single particle case. To define
the reference momenta (k̃1, k̃2) corresponding to the pair
(p̃1, p̃2), we go to the pairs COM frame, aligned such the
two particles are both moving along the z-axis. In this
frame we have

k̃1 = (Ẽ1, 0, 0, p̃c), k̃2 = (Ẽ2, 0, 0,�p̃c) (6)

where Ẽ1,2 =
q

m2
1,2 + p̃2c and p̃c is the Lorentz-invariant

COM momentum. The corresponding Lorentz transfor-
mations are then

p1 = L1
p1
k1, p2 = L2

p2
k2,

(p̃1 , p̃2) =
⇣
L̃12
p̃1, p̃2

k̃1 , L̃12
p̃1, p̃2

k̃2
⌘

. (7)

Note that unlike the single particle Lorentz transforma-
tions, L̃12

p̃1, p̃2
takes k̃1 ! p̃1 and k̃2 ! p̃2. This property

uniquely determines it, up to a U(1) rotation. A generic
state is defined by

|p1, p2, (p̃1, p̃2) ; �i ⌘
�
U(L1

p1
) |k1 ; �1i

�
⌦

�
U(L2

p2
) |k2 ; �2i

�
⌦

⇣
U(L̃12

p̃1, p̃2
) |(k̃1, k̃2) ; q12i

⌘
.

We can now proceed as Wigner did for the one-particle
states by finding the representation of Lorentz transfor-

mations of the form ⇤ ⌘
⇣
⇤1,⇤2, ⇤̃12

⌘
2 P1 ⇥ P2 ⇥ P̃12

on this state

U(⇤) |p1, p2, (p̃1, p̃2),�i =
�
D�0

1�1
(W1) |⇤1 p1 ; �

0
1i
�
⌦
�
D�0

2�2
(W2) |⇤2 p2 ; �

0
2i
�
⌦

⇣
U(L̃⇤̃12p̃1, ⇤̃12p̃2

)U(W̃12) |(p̃1, p̃2) ; q12i
⌘
, (8)

where

Wi ⌘
�
Li
⇤ipi

��1
⇤iL

i
pi

W̃12 ⌘ L̃�1
⇤̃12 p̃1, ⇤̃12p̃2

⇤̃12 L̃p̃1, p̃2 . (9)

The Wi are just single particle LG transformations, while
W̃12 preserves both k̃1 and k̃2 and so is a U(1) pair-
wise LG transformation. Defining a rotation angle by
Rz(�̃12) ⌘ W̃12, we then have



Multi-particle respresentations of  
the Poincare group  

•  By definition                           leave k unchanged 
-these form the LITTLE GROUP (LG) of the particle  

• Then                                       must be just a 
representation of the LG on the reference states:  

• Where D is a representation of the LG - for massive 
particles SO(3) ~ SU(2) characterized by a spin s 

• For massless particles strictly speaking it is 
E2=ISO(2) 2d Euclidean group, but in practice just 
SO(2) ~ U(1) rotations around the z-axis 
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Note that unlike the single particle Lorentz transforma-
tions, L̃12

p̃1, p̃2
takes k̃1 ! p̃1 and k̃2 ! p̃2. This property

uniquely determines it, up to a U(1) rotation. A generic
state is defined by

|p1, p2, (p̃1, p̃2) ; �i ⌘
�
U(L1

p1
) |k1 ; �1i

�
⌦

�
U(L2

p2
) |k2 ; �2i

�
⌦

⇣
U(L̃12

p̃1, p̃2
) |(k̃1, k̃2) ; q12i

⌘
.

We can now proceed as Wigner did for the one-particle
states by finding the representation of Lorentz transfor-

mations of the form ⇤ ⌘
⇣
⇤1,⇤2, ⇤̃12

⌘
2 P1 ⇥ P2 ⇥ P̃12

on this state

U(⇤) |p1, p2, (p̃1, p̃2),�i =
�
D�0

1�1
(W1) |⇤1 p1 ; �

0
1i
�
⌦
�
D�0

2�2
(W2) |⇤2 p2 ; �

0
2i
�
⌦

⇣
U(L̃⇤̃12p̃1, ⇤̃12p̃2

)U(W̃12) |(p̃1, p̃2) ; q12i
⌘
, (8)

where

Wi ⌘
�
Li
⇤ipi

��1
⇤iL

i
pi

W̃12 ⌘ L̃�1
⇤̃12 p̃1, ⇤̃12p̃2

⇤̃12 L̃p̃1, p̃2 . (9)

The Wi are just single particle LG transformations, while
W̃12 preserves both k̃1 and k̃2 and so is a U(1) pair-
wise LG transformation. Defining a rotation angle by
Rz(�̃12) ⌘ W̃12, we then have
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Representations of the Poincaré group form the foun-
dation of particle physics and quantum field theory
(QFT) - they are identified with the asymptotic states
of the Hilbert space and form the basis used for the S-
matrix describing scattering. Wigner has showed in 1939
how to use the method of induced representations to clas-
sify the single particle representations of the Poincaré
group. The well-known result is that one particle states
are characterized by two quantities: their mass and the
representation of the little group. The little group is the
set of transformations that leaves the characteristic mo-
mentum for a given particle invariant. For massive parti-
cles one can just go to the rest frame of the particle, and
the little group will be SO(3) rotations (or their SU(2)
cover) that leave the particle in the rest frame. The spin
of the particle will be identified with the SU(2) represen-
tation of the little group. For massless particle there is
no rest frame, but one can always make the momentum
point in the z-direction. Hence the little group will be
SO(2) rotations (or their U(1) cover) around the z-axis.1

While one-particle representations have been textbook
material ever since Wigner, surprisingly little has been
discussed about the multi-particle representations. Most
commonly they are simply assumed to be direct prod-
ucts of one-particle states, ie. for a two-particle state one
would simply need to specify two masses and two spins.
However, already in 1972 when examining the scatter-
ing of electric and magnetic charges Zwanziger pointed
out that in some cases these quantum numbers will not
be su�cient, and an additional quantum number will be
needed to characterize the relative transformation of the
two-particle state with repsect to the simple direct prod-
uct state.

In this paper we present a systematic method to con-
struct a large class of multi-particle states, which au-
tomatically include the commonly used direct product
states, but in addition also contain the general version of
Zwanziger’s states. The key insight is the realization that

1
As we will see the little group for massless particles is actually

larger, including a combination of a boost and rotation, which to-

gether form the 2-dimensional Euclidean group ISO(2), however

it is hard to find a realistic physical situation where the addi-

tional continuous quantum number would be vanishing, hence it

is usually simply set to zero.

for multi-particle states, in addition to the little groups
of each individual particle one also needs to consider the
pairwise little groups corresponding to transformations
leaving leaving a pair of momenta unchanged. Since one
can always go into the center of mass (COM) frame of 2
particles, this pairwise little group will also be an SO(2)
rotation (or its U(1) cover). The corresponding q12 U(1)
charge will be necessary to fully characterize the transfor-
mation of the two-particle state, implying that the two-
particle state picks up an additional phase correspond-
ing to a pairwise helicity quantum number. Since there
is no Lorentz transformation that leaves three general
momenta invariant, the three-particle and higher little
groups are all trivial, which implies that the most gen-
eral set of states we obtain will be of the form

|p1, . . . , pn,�1
i1 , . . . ,�

n
in , q12, . . . , qn�1,ni (1)

The aim of this letter is to explain the essence of this
construction and establish the main properties of these
novel representations.
We start with a quick review of Wigner’s method of

induced representations for generating the one-particle
states. For this one has to first define the reference
momentum k̂ for every particle representing the trajec-
tory p

2 = m
2. For every momentum p we can choose a

Lorentz transformation Lp such that p = Lpk̂. For mas-

sive particles we choose k̂ = (m, 0, 0, 0) while for mass-
less particles we choose k̂ = (E, 0, 0, E). We work in
the basis of momentum eigenstates |p,�i where � stands
for all other quantum numbers besides momentum, and
P

µ|p,�i = p
µ|p,�i. The definition of the states with

general momenta is |p,�i = U(Lp)|k̂,�i. The defining
relation

(⇤2, a2)(⇤1, a1) = (⇤2⇤1, a2 + ⇤2a1) (2)

of the Poincaré group as a semidirect product of
the Lorentz group and translations P = L

"
+ o

T4 where (⇤, a) is a pair of Lorentz transformation
⇤ and translation by the 4-vector a clearly implies
PU(⇤)|p,�i = (⇤p)U(⇤)|p,�i, meaning that the mo-
mentum of U(⇤)|p,�i is ⇤p. Since by definition
L
�1
⇤p⇤Lpk̂ = k̂ the state U

�1(L⇤p)U(⇤)U(Lp)|k̂,�i will

also have momentum k̂ implying that the e↵ect of
U

�1(L⇤p)U(⇤)U(Lp) must only be an action on the � in-
dices, furnishing a representation of the transformations

U(W )|k;�i = D��0(W )|k;�0i



Multi-particle respresentations of  
the Poincare group  

• General form of representation:  

• Very intuitive: find frame with biggest symmetry, that 
symmetry is LG, and general case will be a 
combination of boosting into special frame, do the 
symmetry transformation in the special frame and 
then boost back.  

• What happens for multi-particle states? Usual 
assumption they are just direct products of 1-
particle states  

2

k = (E, 0, 0, E). The little group is then defined as the
subgroup of Lorentz transformations that leaves k invari-
ant — which is U(1) (or more precisely ISO(2)) for mass-
less particles and SU(2) for massive ones. The label �
then serves to fix the transformation of |k,�i under the
little group. For example, for massive particles, � stands
for both total spin, s, and the z component of the spin,
sz, and so for all W 2 SU(2),

U(W ) |k ; s, sz i = Ds
s0zsz

(W ) |k ; s, s0z i , (2)

where Ds
s0zsz

(W ) is the spin s representation of the SU(2)
little group. For massless particles, � stands for he-
licity h, and the little group transformation is just a
phase eih�, where � is the U(1) rotation angle. To ob-
tain the quantum states in a di↵erent reference frame,
we first define a Lorentz transformation Lp such that
p = Lpk. The corresponding quantum state is then de-
fined as |p ; �i ⌘ U(Lp) |k ; �i. The transformation rule
for |p ; �i is then completely fixed by � as follows,

U(⇤) |p ; �i = U(L⇤p)U(W ) |k ; �i , (3)

where W = L�1
⇤p⇤Lp takes k ! k and so is always a little

group transformation. Consequently,

U(⇤) |p ; �i = D�0�(W ) |⇤p ; �0i , (4)

where D�0� stands for either Ds
s0zsz

for massive parti-

cles or eih� for massless particles. Once the one-particle
states are obtained, one can clearly form multi-particle
states by considering the direct product of these states.
Surprisingly, these are neither the most general multi-
particle representations of the Poincaré group, nor are
they the only ones useful for particle physics. To con-
struct more general n-particle representations, we first
consider products of 2n � 1 Poincaré groups, and only
later focus on their diagonal subgroup, which is our phys-
ical Poincaré group. Our construction is inspired by the
little-group approach to forming on-shell scattering am-
plitudes, where one initially assigns independent helic-
ity/spin quantum numbers for each spinor-helicity vari-
able, and only at the last step requires that all of these
helicities actually describe the transformation under a
common (diagonal) Lorentz group.

For simplicity, we first focus on the construction of
two particles, later generalizing to an arbitrary number
of particles. For a pair of particles 1 and 2 we consider
representations of the product group P1⇥P2⇥ P̃12 where
each of these P ’s is a separate copy of the Poincaré group.
While P̃12 may itself be thought of as a diagonal subgroup
of P̃1 ⇥ P̃2, it will act on a pair of momenta (p̃1, p̃2)
which at this stage are distinct from momenta p1 and
p2 corresponding to P1 and P2 respectively. Hence we
consider a direct product of two one-particle states and
another quantum state, corresponding to the momentum
pair (p̃1, p̃2),

|p1, p2, (p̃1, p̃2) ; � i ⌘ |p1 ; �1i⌦ |p2 ; �2i⌦ |(p̃1, p̃2) ; q12i .
(5)

Here �i characterizes all other non-momentum related
quantum numbers while q12 is an extra quantum number
associated with the particle pair. Below we will iden-
tify this quantum number explicitly as pairwise helicity.
Similarly to the single particle case, we can again define
the relevant reference momenta. For the single particle
momenta corresponding to p1, p2, we can choose k1, k2
defined exactly as in the single particle case. To define
the reference momenta (k̃1, k̃2) corresponding to the pair
(p̃1, p̃2), we go to the pairs COM frame, aligned such the
two particles are both moving along the z-axis. In this
frame we have

k̃1 = (Ẽ1, 0, 0, p̃c), k̃2 = (Ẽ2, 0, 0,�p̃c) (6)

where Ẽ1,2 =
q

m2
1,2 + p̃2c and p̃c is the Lorentz-invariant

COM momentum. The corresponding Lorentz transfor-
mations are then

p1 = L1
p1
k1, p2 = L2

p2
k2,

(p̃1 , p̃2) =
⇣
L̃12
p̃1, p̃2

k̃1 , L̃12
p̃1, p̃2

k̃2
⌘

. (7)

Note that unlike the single particle Lorentz transforma-
tions, L̃12

p̃1, p̃2
takes k̃1 ! p̃1 and k̃2 ! p̃2. This property

uniquely determines it, up to a U(1) rotation. A generic
state is defined by

|p1, p2, (p̃1, p̃2) ; �i ⌘
�
U(L1

p1
) |k1 ; �1i

�
⌦

�
U(L2

p2
) |k2 ; �2i

�
⌦

⇣
U(L̃12

p̃1, p̃2
) |(k̃1, k̃2) ; q12i

⌘
.

We can now proceed as Wigner did for the one-particle
states by finding the representation of Lorentz transfor-

mations of the form ⇤ ⌘
⇣
⇤1,⇤2, ⇤̃12

⌘
2 P1 ⇥ P2 ⇥ P̃12

on this state

U(⇤) |p1, p2, (p̃1, p̃2),�i =
�
D�0

1�1
(W1) |⇤1 p1 ; �

0
1i
�
⌦
�
D�0

2�2
(W2) |⇤2 p2 ; �

0
2i
�
⌦

⇣
U(L̃⇤̃12p̃1, ⇤̃12p̃2

)U(W̃12) |(p̃1, p̃2) ; q12i
⌘
, (8)

where

Wi ⌘
�
Li
⇤ipi

��1
⇤iL

i
pi

W̃12 ⌘ L̃�1
⇤̃12 p̃1, ⇤̃12p̃2

⇤̃12 L̃p̃1, p̃2 . (9)

The Wi are just single particle LG transformations, while
W̃12 preserves both k̃1 and k̃2 and so is a U(1) pair-
wise LG transformation. Defining a rotation angle by
Rz(�̃12) ⌘ W̃12, we then have

|p1, p2, . . . , pn;�1,�2, . . . ,�ni



Multi-particle respresentations of  
the Poincare group  

•  However, Zwanziger in 1972 noticed: for 2 particles 
there is another ``special frame” - the center of 
momentum frame! In that frame momenta back-to-
back  

• There could be another symmetry transformation for  
A PAIR of particles  

Daniel Zwanziger



Multi-particle respresentations of  
the Poincare group  

• Repeat the Wigner story for 2 particles 

• Choose as reference pair the COM frame 

• Can get to arbitrary pair of momenta via boost from  
reference pair 

given by

~J = ~L+ ~TR + ~S , (2.9)

where ~TR are the SU(2) generators in the representation R. This expression is especially
instructive for a particle in a doublet representation of the SU(2) (so that the electric
charges under the unbroken U(1) are minimal). In the singular gauge where the magnetic
field of the monopole points in the ⌧3 direction in group space and the field contribution
to the angular momentum is ±1/2, we find an exact match to the NRQM result. In the
relativistic quantum theory, this extra contribution gives rise to the additional LG phase,
as we discuss below.

2.2 Pairwise LG

In order to properly understand the effect of the modified angular momentum operator on
the construction of the quantum mechanical Hilbert space we first need to go back and
understand the properties of multi-particle representations of the Poincaré group. It is
well-known that for single particles one needs to define a reference momentum k, which
may be chosen as (M, 0, 0, 0) for massive particles or (E, 0, 0, E) for massless particles. The
LG is then the set of Lorentz transformations that leave the reference momenta invariant.
For massive particles the LG is SO(3) ⇠ SU(2), while for massless particles it is ISO(2)

the two dimensional Euclidean group. The nature of the particle we are describing thus
determines the required representation of the LG. For example, given a massive particle the
representation is specified by the mass and the spin, s, and the state in the Hilbert space
is just |k, si. For the case of massless particles, while interesting non-trivial representations
of ISO(2) are in principle allowed by the kinematics of the Lorentz group [27], the models
needed to match experiment do not take advantage of the additional quantum number
offered by using the entire ISO(2) group rather than just the SO(2) ⇠ U(1) subgroup
corresponding to ordinary helicity.

When considering the representations of the Poincaré group one usually stops here and
assumes that multi-particle states transform as products of single particle states. However
a closer examination of the Poincaré group shows that this is not the only possibility: as
first pointed out by Zwanziger [3], there are rotations that leave the momenta of a pair
of particles invariant. To see this, we can consider a two-particle state |p1, p2i and again
consider some reference momenta for this multi-particle state. The simplest choice is to go
into the center of momentum (COM) frame

(k1)µ = (Ec
1, 0, 0,+ pc)

(k2)µ = (Ec
2, 0, 0,� pc) , (2.10)

where

pc =

r
(p1 · p2)2 �m2

1m
2
2

s
, Ec

1,2 =
q

m2
1,2 + p2c , (2.11)
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p1 = L12
p1p2

k1, p2 = L12
p1p2

k2



Multi-particle respresentations of  
the Poincare group  

•  In the COM frame there is a remaining symmetry - 
an SO(2) ~ U(1) rotation around the z axis  

• This pairwise LG is independent from and in 
addition to the single particle LG’s  

• Clear for spinless particles (Zwanziger’s derivation) 

• Definition 

• Like for single particles   

The exact representations of the pairwise LGs for multi-particle states, i.e. the helicities
qij , depend on the dynamics of the theory. In most cases only trivial representations of
the pairwise LGs arise and qij = 0. The one known exception is a state containing both
electric and magnetic charges. As we will see below, the action of the angular momentum
operator requires in this case the identification qij = eigj�ejgi, corresponding to the Dirac-
Schwinger-Zwanziger quantization condition; the existence of EM field angular momentum
implies that multi-particle states do not fully factorize into products of single particle states.

We conclude this subsection by reviewing the Wigner method of induced representations
to derive Eq. (2.13) for the spinless case with two particles, following [1–3]. This also
provides us with an explicit formula for the pairwise LG phase �(pi, pj ,⇤). We define our
reference quantum states as

| k1, k2 ; q12 i . (2.14)

Having identified the effect of the pairwise LG on the reference states with a rotation around
z-axis we have

Jz | k1, k2 ; q12 i = q12 | k1, k2 ; q12 i . (2.15)

This equality correctly reproduces the EM field contribution to the angular momentum in
Eqs. (2.2)-(2.4) provided that qij = eigj�ejgi. Interestingly, this identification also directly
implies the Dirac-Schwinger-Zwanziger condition for q12, simply from the properties of the
Lorentz group. To see this, note that due to the spinorial double coverings of the Lorentz
group, any 4⇡ rotation (rather than 2⇡) around ẑ must be the identity,

ei4⇡q12 = 1 ) q12 ⌘ e1 g2 � e2 g1 =
n

2
, n 2 Z. (2.16)

The quantum states for general momenta p1, p2 can be obtained from the reference
pairwise state with a Lorentz boost

| p1, p2 ; q12 i ⌘ U (Lp) | k1, k2 ; q12 i , (2.17)

where U(Lp) is a unitary operator representing the Lorentz boost Lp. We now wish to learn
how a generic Lorentz transformation ⇤ acts on the states | p1, p2 ; q12 i. Proceeding as in
the standard method of induced representations, we have

U(⇤) | p1, p2 ; q12 i = U (L⇤p) U
⇣
L�1
⇤p⇤Lp

⌘
| k1, k2 ; q12 i

= U (L⇤p) U (Wk1,k2) | k1, k2 ; q12 i , (2.18)

where Wk1,k2(p1, p2,⇤) ⌘ L�1
⇤p⇤Lp = Rz [�(p1, p2,⇤)] is a LG transformation, which is

nothing but a rotation around the z-axis with an angle �(p1, p2,⇤). By definition, this LG
transformation acts on |k1, k2 ; q12i as exp [iq12�(p1, p2,⇤)], so that

U(⇤) | p1, p2 ; q12 i = eiq12�(p1,p2,⇤) |⇤p1,⇤p2 ; q12 i . (2.19)

– 8 –
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ei4⇡q12 = 1 ) q12 ⌘ e1 g2 � e2 g1 =
n

2
, n 2 Z. (2.16)

The quantum states for general momenta p1, p2 can be obtained from the reference
pairwise state with a Lorentz boost

| p1, p2 ; q12 i ⌘ U (Lp) | k1, k2 ; q12 i , (2.17)

where U(Lp) is a unitary operator representing the Lorentz boost Lp. We now wish to learn
how a generic Lorentz transformation ⇤ acts on the states | p1, p2 ; q12 i. Proceeding as in
the standard method of induced representations, we have

U(⇤) | p1, p2 ; q12 i = U (L⇤p) U
⇣
L�1
⇤p⇤Lp

⌘
| k1, k2 ; q12 i

= U (L⇤p) U (Wk1,k2) | k1, k2 ; q12 i , (2.18)

where Wk1,k2(p1, p2,⇤) ⌘ L�1
⇤p⇤Lp = Rz [�(p1, p2,⇤)] is a LG transformation, which is

nothing but a rotation around the z-axis with an angle �(p1, p2,⇤). By definition, this LG
transformation acts on |k1, k2 ; q12i as exp [iq12�(p1, p2,⇤)], so that

U(⇤) | p1, p2 ; q12 i = eiq12�(p1,p2,⇤) |⇤p1,⇤p2 ; q12 i . (2.19)

– 8 –

The exact representations of the pairwise LGs for multi-particle states, i.e. the helicities
qij , depend on the dynamics of the theory. In most cases only trivial representations of
the pairwise LGs arise and qij = 0. The one known exception is a state containing both
electric and magnetic charges. As we will see below, the action of the angular momentum
operator requires in this case the identification qij = eigj�ejgi, corresponding to the Dirac-
Schwinger-Zwanziger quantization condition; the existence of EM field angular momentum
implies that multi-particle states do not fully factorize into products of single particle states.

We conclude this subsection by reviewing the Wigner method of induced representations
to derive Eq. (2.13) for the spinless case with two particles, following [1–3]. This also
provides us with an explicit formula for the pairwise LG phase �(pi, pj ,⇤). We define our
reference quantum states as

| k1, k2 ; q12 i . (2.14)

Having identified the effect of the pairwise LG on the reference states with a rotation around
z-axis we have

Jz | k1, k2 ; q12 i = q12 | k1, k2 ; q12 i . (2.15)

This equality correctly reproduces the EM field contribution to the angular momentum in
Eqs. (2.2)-(2.4) provided that qij = eigj�ejgi. Interestingly, this identification also directly
implies the Dirac-Schwinger-Zwanziger condition for q12, simply from the properties of the
Lorentz group. To see this, note that due to the spinorial double coverings of the Lorentz
group, any 4⇡ rotation (rather than 2⇡) around ẑ must be the identity,

ei4⇡q12 = 1 ) q12 ⌘ e1 g2 � e2 g1 =
n

2
, n 2 Z. (2.16)

The quantum states for general momenta p1, p2 can be obtained from the reference
pairwise state with a Lorentz boost

| p1, p2 ; q12 i ⌘ U (Lp) | k1, k2 ; q12 i , (2.17)

where U(Lp) is a unitary operator representing the Lorentz boost Lp. We now wish to learn
how a generic Lorentz transformation ⇤ acts on the states | p1, p2 ; q12 i. Proceeding as in
the standard method of induced representations, we have

U(⇤) | p1, p2 ; q12 i = U (L⇤p) U
⇣
L�1
⇤p⇤Lp

⌘
| k1, k2 ; q12 i

= U (L⇤p) U (Wk1,k2) | k1, k2 ; q12 i , (2.18)

where Wk1,k2(p1, p2,⇤) ⌘ L�1
⇤p⇤Lp = Rz [�(p1, p2,⇤)] is a LG transformation, which is

nothing but a rotation around the z-axis with an angle �(p1, p2,⇤). By definition, this LG
transformation acts on |k1, k2 ; q12i as exp [iq12�(p1, p2,⇤)], so that

U(⇤) | p1, p2 ; q12 i = eiq12�(p1,p2,⇤) |⇤p1,⇤p2 ; q12 i . (2.19)

– 8 –



Multi-particle respresentations of  
the Poincare group  

•  Get the usual LG rotation but now from the 
pairwise LG 

• Overall effect will be a phase ``pairwise helicity” 

• What is q12 ? Take spinless states in COM frame 

• To reproduce effect of angular momentum from field 
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Multi-particle respresentations of  
the Poincare group  

•  The pairwise little group is really SO(2) ~ U(1) and 
NOT E2 - since the masses in general are not equal 
and E≠pc  

• We get a true U(1) helicity-type phase even for 
massive particles 

• Any higher little group (triple, quadruple etc) is 
trivial, so do not expect additional possible phases or 
symmetries 

• Provides a new derivation of Zwanziger-Schwinger 
quantization 
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Multi-particle respresentations of  
the Poincare group  

•  How about general case for particles with spin? 

• A pairwise helicity for every pair of particles, in 
addition for each spin and mass.  

• For charge/monopole system 

• For G→U(1)n will get n fundamental monopoles, and 
the pairwise helicity will be 
H Cartan generators, 𝛂 simple roots   

3

U(⇤) |p1, p2, (p̃1, p̃2) ; �i = eiq12�̃12 ·

D�0
1�1

(W1)D�0
2�2

(W2) |⇤1 p1,⇤2 p2, (⇤̃12 p̃1, ⇤̃12 p̃2) ; �i .
(10)

One can clearly see that (10) furnishes a proper repre-
sentation of the product group P1 ⇥ P2 ⇥ P12, satisfying
all the group product relations by construction. How-
ever at this point we still have three separate copies of
the Poincaré group, and all the momenta p1, p2, p̃1, p̃2
are independent. We can now perform a projection onto
the physical states, where p1 = p̃1, p2 = p̃2 and restrict
our representation to the diagonal subgroup. Now con-
sider the generators of the diagonal subgroup: Pµ

D =
a (Pµ

1 + Pµ
2 + Pµ

12) and Jµ⌫
D = b (Jµ⌫

1 + Jµ⌫
2 + Jµ⌫

12 ). One
can then easily show that the Lie algebra commutators
[PD, PD] and [JD, JD] give the correct results for any
choices of a and b. However, the commutator [PD, JD]
requires b = 1. This freedom allows us to choose a = 1

2
(corresponding to rescaling positions by a factor of 2) so
that the resulting two-particle state carries the desired
momentum:

Pµ
D |p1, p2,�1,�2, q12i = (p1 + p2)

µ |p1, p2,�1,�2, q12i.
(11)

The transformation of a physical two-particle state is
then given by

U(⇤) |p1, p2 ; �1,�2 ; q12i =

eiq12�̃12 D�0
1�1

(W1)D�0
2�2

(W2) |⇤p1,⇤p2 ; �0
1,�

0
2 ; q12i ,

(12)

with Wi, W̃12 given by Eq. 9 with ⇤i = ⇤̃12 ⌘ ⇤.

The only remaining task is to check that the action
of the unitary operators U(⇤) on physical states takes
us back to physical states, that is, the projection is pre-
served under the group transformation. This is obvi-
ous from the fact that on the physical states the ac-
tion of the diagonal Poincaré group is p1, p2, (p1, p2) !
⇤p1,⇤p2, (⇤p1,⇤p2) hence we clearly remain in the sub-
space of physical states. Thus we have constructed two-
particle representations of the Poincaré group, which re-
duce to the usual direct product states when q12 = 0.
On the other hand, for q12 = 1, j1 = j2 = 0 we re-
produce Zwanziger’s 2-scalar dyon states. Eq. (12) with
q12 a half-integer provides the transformation law for the
generic 2-particle case. The generalization to n particles
is now straightforward. We start with a direct product
of 2n � 1 copies

P1 ⇥ . . .⇥ Pn ⇥ P12 ⇥ . . .⇥ Pn�1,n ⇥
P123 ⇥ . . .⇥ Pn�2,n�1,n ⇥ . . .⇥ P123...n (13)

of the Poincaré group with each factor Pi1...ik represented
on independent k-tuple of momenta. However, in 4D, all
k-tuple LGs are trivial for k > 2, and so our product
group can be represented on states involving only pair-
wise momenta:

|p1, . . . , pn ; (p̃1, p̃2), . . . , (p̃n�2, p̃n), (p̃n�1, p̃n) ; �i .
(14)

After projecting onto the physical states and reducing
to the diagonal subgroup, corresponding to the physical
Poincaré group, the general transformation rule becomes

U(⇤) |p1, . . . , pn ; �1, . . . ,�n ; q12, . . . , qn�1,ni =
Y

i>j

eiqij�ij
Y

i

D�i�0
i
(Wi) |⇤p1, . . . ,⇤pn, ; �0

1, . . . ,�
0
n ; q12, . . . qn�1,ni .

(15)

The known example where the pairwise LG transfor-
mation is required is the scattering of electric and mag-
netic charges. Using the notation that ei (gi) repre-
sents the electric (magnetic) charge of particle i then
the pairwise helicity is given by qij = eigj � ejgi [4].
This result can easily be extended to the case of multiple
U(1) gauge groups. There is a well-known generalization
[5] of the ‘t Hooft-Polyakov monopole construction from
SU(2) ! U(1) to G ! U(1)n, where G is a non-Abelian
group of rank � n. The electric charges of each element
of a G representation are given by the unbroken Cartan
generators, which can be assembled into an n-component
vector: ~H. Each fundamental monopole solution is as-

sociate with a positive, simple root of G. These roots
can also be assembled into a vector: ~↵. In this case the
pairwise helicity is given by

qij = ~Hi · ~↵j � ~Hj · ~↵i , (16)

where the subscript indicates which particle is being
acted on.
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then given by

U(⇤) |p1, p2 ; �1,�2 ; q12i =

eiq12�̃12 D�0
1�1

(W1)D�0
2�2

(W2) |⇤p1,⇤p2 ; �0
1,�

0
2 ; q12i ,

(12)

with Wi, W̃12 given by Eq. 9 with ⇤i = ⇤̃12 ⌘ ⇤.

The only remaining task is to check that the action
of the unitary operators U(⇤) on physical states takes
us back to physical states, that is, the projection is pre-
served under the group transformation. This is obvi-
ous from the fact that on the physical states the ac-
tion of the diagonal Poincaré group is p1, p2, (p1, p2) !
⇤p1,⇤p2, (⇤p1,⇤p2) hence we clearly remain in the sub-
space of physical states. Thus we have constructed two-
particle representations of the Poincaré group, which re-
duce to the usual direct product states when q12 = 0.
On the other hand, for q12 = 1, j1 = j2 = 0 we re-
produce Zwanziger’s 2-scalar dyon states. Eq. (12) with
q12 a half-integer provides the transformation law for the
generic 2-particle case. The generalization to n particles
is now straightforward. We start with a direct product
of 2n � 1 copies

P1 ⇥ . . .⇥ Pn ⇥ P12 ⇥ . . .⇥ Pn�1,n ⇥
P123 ⇥ . . .⇥ Pn�2,n�1,n ⇥ . . .⇥ P123...n (13)

of the Poincaré group with each factor Pi1...ik represented
on independent k-tuple of momenta. However, in 4D, all
k-tuple LGs are trivial for k > 2, and so our product
group can be represented on states involving only pair-
wise momenta:

|p1, . . . , pn ; (p̃1, p̃2), . . . , (p̃n�2, p̃n), (p̃n�1, p̃n) ; �i .
(14)

After projecting onto the physical states and reducing
to the diagonal subgroup, corresponding to the physical
Poincaré group, the general transformation rule becomes

U(⇤) |p1, . . . , pn ; �1, . . . ,�n ; q12, . . . , qn�1,ni =
Y

i>j

eiqij�ij
Y
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D�i�0
i
(Wi) |⇤p1, . . . ,⇤pn, ; �0

1, . . . ,�
0
n ; q12, . . . qn�1,ni .

(15)

The known example where the pairwise LG transfor-
mation is required is the scattering of electric and mag-
netic charges. Using the notation that ei (gi) repre-
sents the electric (magnetic) charge of particle i then
the pairwise helicity is given by qij = eigj � ejgi [4].
This result can easily be extended to the case of multiple
U(1) gauge groups. There is a well-known generalization
[5] of the ‘t Hooft-Polyakov monopole construction from
SU(2) ! U(1) to G ! U(1)n, where G is a non-Abelian
group of rank � n. The electric charges of each element
of a G representation are given by the unbroken Cartan
generators, which can be assembled into an n-component
vector: ~H. Each fundamental monopole solution is as-

sociate with a positive, simple root of G. These roots
can also be assembled into a vector: ~↵. In this case the
pairwise helicity is given by

qij = ~Hi · ~↵j � ~Hj · ~↵i , (16)

where the subscript indicates which particle is being
acted on.
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of the Poincaré group with each factor Pi1...ik represented
on independent k-tuple of momenta. However, in 4D, all
k-tuple LGs are trivial for k > 2, and so our product
group can be represented on states involving only pair-
wise momenta:

|p1, . . . , pn ; (p̃1, p̃2), . . . , (p̃n�2, p̃n), (p̃n�1, p̃n) ; �i .
(14)

After projecting onto the physical states and reducing
to the diagonal subgroup, corresponding to the physical
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The standard spinor-helicity variables   
•  We use spinor-helicity variables 
to construct scattering amplitudes/S-matrices 

• Their transformation  

• Under U(1) massless LG. Abbreviation 

• For massive particles use              I is SU(2) LG index  

3 Pairwise Spinor-Helicity Variables for the Electric-Magnetic S-matrix

3.1 Standard spinor-helicity variables for the standard LG

In the spinor-helicity formalism without magnetic charges, we can directly write down the
amplitude that transforms by construction as in Eq. (2.26) with q = 0. To do this, we
construct the amplitude from contractions of the spinor-helicity variables. For a massless
particle i, we use the spinor-helicity variables |pii↵ [pi|↵̇, which transform under Lorentz
transformations as

⇤ �
↵ |pii� = e+

i
2�(pi,⇤) |⇤pii� , [pi|�̇ ⇤̃�̇

↵̇ = e�
i
2�(pi,⇤) [⇤pi|↵̇ , (3.1)

where the phase �(pi,⇤) corresponds to the action of the one-particle LG for massless
particles. For a derivation of this transformation rule, see for example [28–30]. In many
cases we simply drop the pi from the spinors and just use the notation |ii↵ ⌘ |pii↵ and
[i|↵̇ ⌘ [pi|↵̇. An S-matrix involving an outgoing massless particle i with helicity hi has the
correct LG phase for the ith particle if we construct it from ni copies of |ii↵ and ñi copies
of [i|↵̇, such that ñi � ni = 2hi.7

Similarly, an amplitude involving a massive particle j of spin sj is constructed from
2sj insertions of the massive spinor-helicity variables |iiI↵, with their spinor indices sym-
metrized. The indices I on the massive spinors indicate that they transform as doublets
of the LG SU(2) for massive particles. These indices are usually suppressed, as they are
only needed when taking the massless limit (specifying a value for the I index is like choos-
ing a particular helicity in the massless limit). Note that the I indices are automatically
symmetrized when one symmetrizes over the spinor indices ↵ or ↵̇. We refer the reader to
ref. [20] for a detailed discussion of the spinor-helicity formalism for massive particles.

3.2 Pairwise momenta

As we argued in the previous section, in the case of the electric-magnetic S-matrix8, the
transformation rule involves an additional pairwise LG phase associated with the angular
momentum in the EM field, as can be seen in Eq. (2.26). Since this extra phase is associated
with pairs of momenta pi, pj , it is not possible to reproduce the correct transformation rule
using only the standard spinor-helicity variables |ii↵ and [i|↵̇ (or |iiI↵ and [i|I↵̇). This
motivates us to the define a new kind of spinor-helicity variable associated with pairs of
momenta pi, pj , which transform with the pairwise LG phase �ij . Importantly, the pairwise
LG transformation of the S-matrix is always a U(1) phase, and so we need the new spinors
to be massless, and associated with null momenta.

Since the extra LG factor for the electric-magnetic S-matrix is associated with the
momenta pi, pj of each pair in the in/out- state, it is natural to define two null linear

7Notice that while |pi (|p]) carries a helicity weight ±1/2, as is evident from Eq. (2.26), for checking LG
scaling of the S-matrix, we need to do |pi ! |⇤pi / !�1|pi and |p] ! |⇤p] / !|p], where ! is a helicity
+1/2 factor.

8In our construction for electric-magnetic scattering we refer to the “S-matrix” rather than the usual
scattering amplitude. The reason behind this is that in the magnetic case, selection rules sometimes forbid
the appearance of the � function in the standard relation S↵� = �(↵� �) � 2i⇡�(4)(p↵ � p�)A↵� .
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of [i|↵̇, such that ñi � ni = 2hi.7

Similarly, an amplitude involving a massive particle j of spin sj is constructed from
2sj insertions of the massive spinor-helicity variables |iiI↵, with their spinor indices sym-
metrized. The indices I on the massive spinors indicate that they transform as doublets
of the LG SU(2) for massive particles. These indices are usually suppressed, as they are
only needed when taking the massless limit (specifying a value for the I index is like choos-
ing a particular helicity in the massless limit). Note that the I indices are automatically
symmetrized when one symmetrizes over the spinor indices ↵ or ↵̇. We refer the reader to
ref. [20] for a detailed discussion of the spinor-helicity formalism for massive particles.

3.2 Pairwise momenta

As we argued in the previous section, in the case of the electric-magnetic S-matrix8, the
transformation rule involves an additional pairwise LG phase associated with the angular
momentum in the EM field, as can be seen in Eq. (2.26). Since this extra phase is associated
with pairs of momenta pi, pj , it is not possible to reproduce the correct transformation rule
using only the standard spinor-helicity variables |ii↵ and [i|↵̇ (or |iiI↵ and [i|I↵̇). This
motivates us to the define a new kind of spinor-helicity variable associated with pairs of
momenta pi, pj , which transform with the pairwise LG phase �ij . Importantly, the pairwise
LG transformation of the S-matrix is always a U(1) phase, and so we need the new spinors
to be massless, and associated with null momenta.

Since the extra LG factor for the electric-magnetic S-matrix is associated with the
momenta pi, pj of each pair in the in/out- state, it is natural to define two null linear

7Notice that while |pi (|p]) carries a helicity weight ±1/2, as is evident from Eq. (2.26), for checking LG
scaling of the S-matrix, we need to do |pi ! |⇤pi / !�1|pi and |p] ! |⇤p] / !|p], where ! is a helicity
+1/2 factor.

8In our construction for electric-magnetic scattering we refer to the “S-matrix” rather than the usual
scattering amplitude. The reason behind this is that in the magnetic case, selection rules sometimes forbid
the appearance of the � function in the standard relation S↵� = �(↵� �) � 2i⇡�(4)(p↵ � p�)A↵� .

– 11 –

3 Pairwise Spinor-Helicity Variables for the Electric-Magnetic S-matrix

3.1 Standard spinor-helicity variables for the standard LG

In the spinor-helicity formalism without magnetic charges, we can directly write down the
amplitude that transforms by construction as in Eq. (2.26) with q = 0. To do this, we
construct the amplitude from contractions of the spinor-helicity variables. For a massless
particle i, we use the spinor-helicity variables |pii↵ [pi|↵̇, which transform under Lorentz
transformations as

⇤ �
↵ |pii� = e+

i
2�(pi,⇤) |⇤pii� , [pi|�̇ ⇤̃�̇

↵̇ = e�
i
2�(pi,⇤) [⇤pi|↵̇ , (3.1)

where the phase �(pi,⇤) corresponds to the action of the one-particle LG for massless
particles. For a derivation of this transformation rule, see for example [28–30]. In many
cases we simply drop the pi from the spinors and just use the notation |ii↵ ⌘ |pii↵ and
[i|↵̇ ⌘ [pi|↵̇. An S-matrix involving an outgoing massless particle i with helicity hi has the
correct LG phase for the ith particle if we construct it from ni copies of |ii↵ and ñi copies
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both the initial and the final states. Of course only the diagonal Lorentz transformation
(where each particle and each pair of particles are transformed simultaneously) is physical.
However, as is common in the amplitudes approach, as a book-keeping tool we can pretend
that helicity and pairwise helicity transformations can be performed independently on each
particle/pair of particles, which will make the construction of the properly transforming S-
matrix particularly easy. Hence for the pairwise helicity variable we assign only the pairwise
helicity (and no ordinary helicities), even though these pairwise spinor-helicity variables are
constructed as a function of the ordinary helicity variables, and in some limits they even
coincide with one of the ordinary spinor-helicity variables.10

These rules are summarized by the following equations.
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where ! represents the LG weight +1/2. The resulting rules for the full set of charge
assignments of the spinor-helicity variables are presented in Table 1, which summarizes the
different LG weights of the regular and pairwise spinor-helicity variables, as well as the
overall weights of the amplitude implied from Eq. (4.3) and (4.4).

U(1)i SU(2)i U(1)ij
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Table 1. LG weights of the standard and pairwise spinor-helicity variables, as well as the overall
weight required by Eq. (4.3) and (4.4).

4.3 First examples

To illustrate the construction of electric-magnetic S-matrix elements, let us work out a few
examples.

(1) Massive fermion decaying to massive fermion + massless scalar, q = �1.
In this case we need to use one massive spinor for the decaying fermion and one massive

10In the massless limit, the regular LG phase coincides with the pairwise phase, and LG weights of some
of the regular variables are used to match the regular LG weights, while the rest are used to saturate the
pairwise LG weight.
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Pairwise momenta  

•  We need the analog of the spinor-helicity to 
saturate the pairwise helicity 

• Since it is a true U(1) transformation - expect 
massless momentum made out of pair of momenta  

• Pairwise reference null momenta (``flat momenta”) 
in COM frame 

• In any other frame can boost it  

combinations of pi, pj , which we call the pairwise momenta9 p[±ij . Below, we will define
pairwise spinor-helicity variables associated with these pairwise momenta, and show that
they have the correct pairwise LG weight to be used as building blocks for the electric-
magnetic S-matrix. We first define the “reference” pairwise (null) momenta in the COM
frame as

⇣
k[±ij

⌘

µ
= pc (1, 0, 0,±1) , (3.2)

where pc is the COM momentum of the ij pair, as in Eq. (2.11). The pairwise momenta p[±ij
in any other frame can be obtained by boosting k[±ij into that frame. Clearly k[±ij · k[±ij = 0

and k[+ij · k[�ij = 2p2c , and these relations obviously hold in any other frame.
For reference, we also present the Lorentz covariant definition of p[±ij ,

p[+ij =
1

Ec
i + Ec

j

⇥�
Ec

j + pc
�
pi � (Ec

i � pc) pj
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p[�ij =
1

Ec
i + Ec

j

⇥
(Ec

i + pc) pj �
�
Ec

j � pc
�
pi
⇤
. (3.3)

In the mi ! 0 limit, we have Ec
i ! pc and so p[+ij ! pi and p[�ij becomes Parity-

conjugate of pi. Similarly, in the mj ! 0 limit, we have Ec
j ! pc and so p[�ij ! pj and p[+ij

becomes Parity-conjugate of pj . By inverting these equations, we can express the massive
momenta using the null momenta as

pi =
1

2pc

h
(Ec

i + pc) p
[+
ij + (Ec

i � pc) p
[�
ij

i

pj =
1

2pc

h�
Ec
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�
p[�ij +

�
Ec

j � pc
�
p[+ij

i
. (3.4)

3.3 Pairwise spinor-helicity variables

We are now in a position to define spinor-helicity variables related to the pairwise momenta
p[±ij . As we will show, these pairwise spinor-helicity variables transform with a U(1) LG
phase directly related to the pairwise LG phase of the in- and out- states in Eq. (2.23).
This makes them natural building blocks for the electric-magnetic S-matrix.

As a first step, note that linearity implies that the canonical Lorentz transformation
Lp defined in Eq. (2.17) that takes ki ! pi also gives

Lp k
[±
ij = p[±ij . (3.5)

This is instrumental in proving that the pairwise spinor-helicity variables defined below
transform with the same LG phase as the two-particle states in Eq. (2.19). The next step

9The use of the label [ to denote null linear combinations of timelike momenta is inspired by the notation
of [31] and of the OPP reduction [32] in the context of generalized unitarity [33, 34]. There, null combinations
of external momenta were used in order to construct a null basis to span the internal loop momenta that
have been put on shell.
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Pairwise spinor-helicity variable  
•  To find spinor-helicity variable that has the right 
U(1) pairwise LG phase just consider the spinor-
helicity variable corresponding to the pairwise 
momenta.  

• Note: since linear combination 

• Reference pairwise spinor-helicity 

• Square root of momentum  
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is to define the reference pairwise spinor-helicity variables,
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h
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=
p

2 pc (0 1) . (3.6)

These spinors are the “square roots” of the null reference momenta

k[±ij · �↵↵̇ =
���k[±ij

E

↵

h
k[±ij

���
↵̇
. (3.7)

The above relation is a standard mapping of a bi-spinor into a vector. Multiplying both
sides by �̄↵̇↵

⌫ and taking the trace we can also write it in the form

2
⇣
k[±ij

⌘⌫
=
D
k[±ij

���
↵
�⌫
↵↵̇

���k[±ij
i↵̇

. (3.8)

While the LHS of this relation transforms with Lp under a Lorentz transformation, the

helicity variables on the RHS transform with (Lp)
�
↵ and

⇣
L̃p

⌘�̇
↵̇

appropriate for spinorial

representation. Thus up to a LG invariant factor the pairwise spinors p[±ij are defined by

���p[±ij
E

↵
= (Lp)

�
↵

���k[±ij
E

�
,
h
p[±ij

���
↵̇

=
h
k[±ij

���
�̇

⇣
L̃p

⌘�̇
↵̇

. (3.9)

This guarantees the relation

p[±ij · �↵↵̇ =
���p[±ij

E

↵

h
p[±ij

���
↵̇
. (3.10)

Following the same procedure as in the standard definition of spinor-helicity variables, it is
straightforward to show that they transform with a U(1) LG factor as required, since

⇤ �
↵

���p[±ij
E

�
= e±

i
2�(pi,pj ,⇤)

���⇤p[±ij
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↵
,
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i
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⇤p[±ij

���
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(3.11)

Where ⇤ �
↵ and ⇤̃�̇

↵̇ are the spinor versions of the Lorentz transformation ⇤. Note that���p[+ij
E

↵
and

���p[�ij
E

�
have opposite pairwise helicities ±1/2. Importantly, the LG phase

�(pi, pj ,⇤) in Eq. (3.11) is defined with respect to the canonical Lorentz transformation
Lp, which is the same as the one we used to derive the transformation rule of the quantum
states in section 2.19. This proves that �(pi, pj ,⇤) is exactly the same phase as the one
in Eq. (2.19). Consequently, we are free to use our pairwise spinor-helicity variables to
construct an S-matrix that transforms correctly under the pairwise (and also one particle)
LGs. Explicit expressions for spinor-helicity variables in the COM frame are given in
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Pairwise spinor-helicity variable  
• Definition of general pairwise spinor-helicity 
variables   
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• Note                         have opposite pairwise 
helicities   
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Constructing the S-matrix  
•  The full set of rules:  

• To satisfy the scaling of the S-matrix  

• Will allow us to fix all angular dependence of 
magnetic scattering. Everything non-perturbative 

both the initial and the final states. Of course only the diagonal Lorentz transformation
(where each particle and each pair of particles are transformed simultaneously) is physical.
However, as is common in the amplitudes approach, as a book-keeping tool we can pretend
that helicity and pairwise helicity transformations can be performed independently on each
particle/pair of particles, which will make the construction of the properly transforming S-
matrix particularly easy. Hence for the pairwise helicity variable we assign only the pairwise
helicity (and no ordinary helicities), even though these pairwise spinor-helicity variables are
constructed as a function of the ordinary helicity variables, and in some limits they even
coincide with one of the ordinary spinor-helicity variables.10

These rules are summarized by the following equations.
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(4.4)

where ! represents the LG weight +1/2. The resulting rules for the full set of charge
assignments of the spinor-helicity variables are presented in Table 1, which summarizes the
different LG weights of the regular and pairwise spinor-helicity variables, as well as the
overall weights of the amplitude implied from Eq. (4.3) and (4.4).
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Table 1. LG weights of the standard and pairwise spinor-helicity variables, as well as the overall
weight required by Eq. (4.3) and (4.4).

4.3 First examples

To illustrate the construction of electric-magnetic S-matrix elements, let us work out a few
examples.

(1) Massive fermion decaying to massive fermion + massless scalar, q = �1.
In this case we need to use one massive spinor for the decaying fermion and one massive

10In the massless limit, the regular LG phase coincides with the pairwise phase, and LG weights of some
of the regular variables are used to match the regular LG weights, while the rest are used to saturate the
pairwise LG weight.
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Simple example  
Massive fermion decaying to massive fermion + 

massless scalar, q=-1  
•   

• Other allowed combinations                  , 
and                   equivalent by Dirac equation    
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spinor for the final fermion. This gives us two spinor indices that should be contracted with
pairwise spinors. Note that in general, the number of pairwise spinors is not completely
fixed by the LG: only the difference n�

23 �n+
23 between the number of pairwise spinors with

weight 1
2 and �

1
2 is fixed to be �2q23. In our case we need a total of 2 spinor indices and

so n+
23 = 2, n�

23 = 0. The S-matrix is then

S
⇣
1s=1/2

|2s=1/2, 30
⌘

q23=�1
⇠

D
p[�23 1

ED
p[�23 2

E
, (4.5)

up to a LG invariant.11

(2) Massive scalar decaying to massive scalar + massless vector, q = �1.
In this case we need to use two regular spinor-helicity variables for the helicity of the vector,
as well as two pairwise spinors for the q23 = �1 of the final state. The S-matrix elements
for helicity ±1 vectors are then

S
�
1s=0

|2s=0, 3+1
�
q23=�1

⇠

h
p[+23 3

i2
⇠

D
p[�23 |2|3

i2
, (4.6)

up to a LG invariant. On the other hand, there is no way to write a LG covariant expression
for S

�
1s=0

|2s=0, 3�1
�
q23=�1

. We will see later that this is a particular example of a more
general LG selection rule.

(3) Massive vector decaying to two different massless fermions, q = �2.
In this case we need to use 2 massive spinors for the vector and one regular spinor-helicity
variable for each fermion, as well as four pairwise spinors for the q23 = �2 of the out state.
The S-matrix for opposite helicity fermions is then

S
⇣
1s=1

| 2�1/2, 3+1/2
⌘

q23=�2
⇠

D
2p[�23

E h
p[+23 3

i D
1 p[�23

E2
. (4.7)

up to a LG invariant. Note that the S-matrix for same helicity fermions12 is forbidden in
this case, due to the fact that

D
p[�23 3

E
=

h
p[+23 2

i
= 0. This is our second encounter with a

LG selection rule.

(4) Massive vector decaying to two different massless fermions, q = �1.
In this case we need to use 2 massive spinors for the vector and one regular spinor-helicity
variable for each fermion, as well as four pairwise spinors for the q23 = �1 of the out state.
Note that unlike the previous examples, here the total number of pairwise spinors is not
given by �2q23. This is because there are four spinor indices from the standard spinors
that need to be contracted, so that n+

23 +n�
23 = 4. Pairwise LG, on the other hand, implies

11In principle, there are other “legally” acceptable expressions such as
h
p[+23 1

i h
p[+23 2

i
or

h
p[+23 1

i D
p[�23 2

E

or
D
p[�23 1

E h
p[+23 2

i
. However, using the Dirac equations for the massive variable, p↵↵̇�̃

↵̇I = m�I
↵ and

p↵↵̇�↵I = �m�̃I
↵̇, one can check that these are equivalent to Eq. (4.5) up to LG invariants.

12In the all-outgoing sense.
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In this case we need to use two regular spinor-helicity variables for the helicity of the vector,
as well as two pairwise spinors for the q23 = �1 of the final state. The S-matrix elements
for helicity ±1 vectors are then

S
�
1s=0

|2s=0, 3+1
�
q23=�1

⇠

h
p[+23 3

i2
⇠

D
p[�23 |2|3

i2
, (4.6)

up to a LG invariant. On the other hand, there is no way to write a LG covariant expression
for S

�
1s=0

|2s=0, 3�1
�
q23=�1

. We will see later that this is a particular example of a more
general LG selection rule.

(3) Massive vector decaying to two different massless fermions, q = �2.
In this case we need to use 2 massive spinors for the vector and one regular spinor-helicity
variable for each fermion, as well as four pairwise spinors for the q23 = �2 of the out state.
The S-matrix for opposite helicity fermions is then

S
⇣
1s=1

| 2�1/2, 3+1/2
⌘

q23=�2
⇠

D
2p[�23

E h
p[+23 3

i D
1 p[�23

E2
. (4.7)

up to a LG invariant. Note that the S-matrix for same helicity fermions12 is forbidden in
this case, due to the fact that

D
p[�23 3

E
=

h
p[+23 2

i
= 0. This is our second encounter with a

LG selection rule.

(4) Massive vector decaying to two different massless fermions, q = �1.
In this case we need to use 2 massive spinors for the vector and one regular spinor-helicity
variable for each fermion, as well as four pairwise spinors for the q23 = �1 of the out state.
Note that unlike the previous examples, here the total number of pairwise spinors is not
given by �2q23. This is because there are four spinor indices from the standard spinors
that need to be contracted, so that n+

23 +n�
23 = 4. Pairwise LG, on the other hand, implies

11In principle, there are other “legally” acceptable expressions such as
h
p[+23 1

i h
p[+23 2

i
or

h
p[+23 1

i D
p[�23 2

E

or
D
p[�23 1

E h
p[+23 2

i
. However, using the Dirac equations for the massive variable, p↵↵̇�̃

↵̇I = m�I
↵ and

p↵↵̇�↵I = �m�̃I
↵̇, one can check that these are equivalent to Eq. (4.5) up to LG invariants.

12In the all-outgoing sense.
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The general 3-point S-matrix    
for incoming massive to two outgoing massive
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The general 3-point S-matrix    
for incoming massive to two outgoing massive
•  For the massive part need:  

• In total have                         spinors - need same 
number of pairwise spinors  

• Pairwise helicity needs to add up to q23 so use 

• Selection rule: 

• For q=0 recover usual amplitudes expressions  

n+
23�n�

23 = �2q23 = 2, and so we have n+
23 = 3, n�

23 = 1. The S-matrix for positive helicity
fermions is then

S
⇣
1s=1

| 2�1/2, 3�1/2
⌘

q23=�1
⇠

D
2p[�23

ED
p[+23 3

E D
1 p[�23

E2
. (4.8)

up to a LG invariant. Note that the S-matrix for h2 = �h3 = 1/2 is forbidden in this case,
due to the fact that

h
p[�23 3

i
= 0.

4.4 All electric-magnetic 3-point S-matrix elements

The examples above give us a flavor of how to construct electric-magnetic S-matrix elements
up to LG invariants. In the case of 3-point S-matrix elements, we can make the discussion
even more concrete and write down systematic expressions and selection rules for electric-
magnetic S-matrix elements. These are modifications of the general 3-point amplitudes
derived in [20], when the three scattering particles can have magnetic charge. Without loss
of generality, we choose one massive particle (that may be a dyon) in the incoming state,
and two particles (that may also be dyons) in the outgoing state. Note that our expressions
extend the ones presented in [20] to the case of electric-magnetic scattering, and reduce
to them when q = 0 for the outgoing states. Below, whenever we call a particle “dyon”,
we mean that it may, or may not, have a magnetic charge. In all our cases, the decaying
particle may be any kind of “dyon”.

• Incoming massive particle, two outgoing massive particles

In this case the S-matrix is the contraction of the massive part (in the notation of [20])

⇣
h1|2s1

⌘{↵1...↵2s1}
⇣
h2|2s2

⌘{�1...�2s2}
⇣
h3|2s3

⌘{�1...�2s3} (4.9)

with a massless part involving the pairwise spinors |wi↵ ⌘

���p[�23
E

↵
and |ri↵ ⌘

���p[+23
E

↵
(with

pairwise helicities ±1
2), which saturates the pairwise LG transformation. The most general

expression is

Sq

{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}
=

CX

i=1

ai
⇣
|wiŝ�q

|riŝ+q
⌘

{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}
,

(4.10)

where ŝ = s1 + s2 + s3, C counts all the possible ways to group the spinors into ↵, � and �

indices, and q = q23 = e2g3 � e3g2. Since both exponents have to be non-negative integers,
we get a selection rule:

|q|  ŝ . (4.11)

We can also check that Eq. (4.10) reduces to the standard expression from [20] for q = 0.
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|q|  ŝ . (4.11)

We can also check that Eq. (4.10) reduces to the standard expression from [20] for q = 0.

– 18 –

n+
23�n�

23 = �2q23 = 2, and so we have n+
23 = 3, n�

23 = 1. The S-matrix for positive helicity
fermions is then

S
⇣
1s=1

| 2�1/2, 3�1/2
⌘

q23=�1
⇠

D
2p[�23

ED
p[+23 3

E D
1 p[�23

E2
. (4.8)

up to a LG invariant. Note that the S-matrix for h2 = �h3 = 1/2 is forbidden in this case,
due to the fact that

h
p[�23 3

i
= 0.

4.4 All electric-magnetic 3-point S-matrix elements

The examples above give us a flavor of how to construct electric-magnetic S-matrix elements
up to LG invariants. In the case of 3-point S-matrix elements, we can make the discussion
even more concrete and write down systematic expressions and selection rules for electric-
magnetic S-matrix elements. These are modifications of the general 3-point amplitudes
derived in [20], when the three scattering particles can have magnetic charge. Without loss
of generality, we choose one massive particle (that may be a dyon) in the incoming state,
and two particles (that may also be dyons) in the outgoing state. Note that our expressions
extend the ones presented in [20] to the case of electric-magnetic scattering, and reduce
to them when q = 0 for the outgoing states. Below, whenever we call a particle “dyon”,
we mean that it may, or may not, have a magnetic charge. In all our cases, the decaying
particle may be any kind of “dyon”.

• Incoming massive particle, two outgoing massive particles

In this case the S-matrix is the contraction of the massive part (in the notation of [20])

⇣
h1|2s1

⌘{↵1...↵2s1}
⇣
h2|2s2

⌘{�1...�2s2}
⇣
h3|2s3

⌘{�1...�2s3} (4.9)

with a massless part involving the pairwise spinors |wi↵ ⌘

���p[�23
E

↵
and |ri↵ ⌘

���p[+23
E

↵
(with

pairwise helicities ±1
2), which saturates the pairwise LG transformation. The most general

expression is

Sq

{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}
=

CX

i=1

ai
⇣
|wiŝ�q
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General 2→2 scattering  

•  Just kinematics can not fully fix the S-matrix - some 
dynamical input will be needed 

• However we can always do partial wave decomp. as 
in NRQM -  fully Lorentz and LG invariant way 

• Will see kinematics fixes everything up to phase shifts 
like in QM 

• Lowest partial wave will be completely fixed → 
famous helicity flip of Kazama, Yang, Goldhaber 

• Higher partial waves monopole spherical harmonics 
appear naturally as expected from Wu & Yang   



Partial wave expansion for magnetic case  
•  Expansion in the eigenbasis of Casimir operator 

• Pauli-Lubanski operator, eigenvalues of W2 are 
                       J is total angular momentum   

• Representation in spinor-helicity space with 
magnetic states: 

5 Partial Wave Decomposition for 2 ! 2 Electric-Magnetic S-matrix

Following [20] and [35], we can now perform a relativistic partial wave decomposition for
2 ! 2 electric-magnetic S-matrix elements14. In a Poincaré invariant setting, the partial
wave decomposition is nothing but the expansion in a complete eigenbasis of the Casimir
operator W 2, where Wµ is the Pauli-Lubanski operator defined by

Wµ
⌘

1

2
✏µ⌫⇢� P

⌫ M⇢� . (5.1)

In the above expression P ⌫ is the momentum operator and M⇢� is the Lorentz generator.
The eigenvalues of W 2 are given by �P 2 J (J +1) where J is the total angular momentum,
so clearly this is the relativistic version of a partial wave decomposition. The operators
Pµ, Mµ⌫ and Wµ act on the amplitude or parts of it. In particular, we will make use
of their representation as differential operators acting in spinor-helicity space [37]. In the
non-magnetic case and for massless particles, these are given by [37, 38]

(�µ)↵↵̇ Pµ
⌘ P↵↵̇ =

X

i

|ii↵ [i|↵̇

(�µ⌫)↵� Mµ⌫
⌘ M↵� = i

X

i

|ii{↵
@

@ hi|�}

(�̄µ⌫)↵̇�̇ Mµ⌫
⌘ M̃↵̇�̇ = i

X

i

[i|{↵̇
@

@ |i] �̇}
, (5.2)

where the sum i is over a collection of particles. In the 2 ! 2 case we are interested in
the total angular momentum of particles 1 and 2, and so the sum will be over i = 1, 2.
The generalization of Eq. (5.2) for massive particles is straightforward [38, 39]: we bold the
spinors and contract their SU(2) LG indices. The Casimir operator W 2 is then expressible
as [35, 38]

W 2 =
P 2

8

h
Tr

�
M2

�
+ Tr

⇣
M̃2

⌘i
�

1

4
Tr

⇣
M P M̃ PT

⌘
. (5.3)

Eq. (5.2) can be straightforwardly generalized to our electric-magnetic case by treating the
regular and pairwise spinors on the same footing:

(�µ⌫)↵� Mµ⌫
⌘ M↵� = i

2

64
X

i

|ii{↵
@

@ hi|�}
+

X

i>j,±

���p[±ij
E

{↵

@

@
D
p[±ij

���
�}

3

75

(�̄µ⌫)↵̇�̇ Mµ⌫
⌘ M̃↵̇�̇ = i

2

664
X

i

[i|{↵̇
@

@ |i] �̇}
+

X

i>j,±

h
p[±ij

���
{↵̇

@

@
���p[±ij

i �̇}

3

775 , (5.4)

14For a complementary approach to mapping all possible spinor structures for 4-point non-magnetic
amplitudes, see [36]
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14For a complementary approach to mapping all possible spinor structures for 4-point non-magnetic
amplitudes, see [36]
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where the sum is now over all pairs as well as individual particles in the state. It is easy to
see that
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with W 2 the Casimir associated with particles 1 and 2 and defined via Eq. (5.4). Similarly,
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In other words, the eigenfunctions of W 2 are combinations of regular and pairwise spinors
with symmetrized spinor indices. The eigenvalues are �s j (j+1) where j is just the number
of uncontracted spinor indices, divided by 2. This is the same conclusion as in ref. [35],
only with the inclusion of of pairwise spinors in the definition of W 2. It is now natural to
expand the S-matrix in a complete eigenbasis of W 2 with eigenfunctions

W 2
B
J = � s J (J + 1) BJ . (5.7)

Following [35], we call the B
J basis amplitudes. The most general expansion then reads

S12!34 = N

X

J

(2J + 1)MJ(pc)B
J , (5.8)

where N ⌘
p
8⇡s is a normalization factor and M

J(pc) are coefficients15 satisfying

W 2
12 M

J(pc) = W 2
34 M

J(pc) = 0 . (5.9)

The eigenfunctions B
J are then nothing but symmetrized products of spinors,

B
J = CJ ; in

{↵1,...,↵2j}C
J ; out; {↵1,...,↵2j} , (5.10)

where

W 2
12 CJ ; in

{↵1,...,↵2J} = � s J (J + 1)CJ ; in
{↵1,...,↵2J}

W 2
34 CJ ; out; {↵1,...,↵2J} = � s J (J + 1)CJ ; out; {↵1,...,↵2J} . (5.11)

In the above expression W 2
12 and W 2

34 are the Casimir operators associated with particles
1,2 and 3,4, respectively. The coefficient functions MJ(pc) are angular momentum singlets,
and so they can only depend on the energy scale of the scattering, given by the COM
momentum pc . Inspired by the Wigner-Eckart theorem, we call them “reduced matrix
elements”. They contain the dynamical information of the scattering process, as opposed
to the angular dependence that is fixed for every partial wave. The coefficients CJ ; in/out,

15We also added the factor (2J + 1) as part of normalization so that the partial wave unitarity equation
is expressed in a simple form in terms of MJ(pc) Eq. (8.8).
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elements”. They contain the dynamical information of the scattering process, as opposed
to the angular dependence that is fixed for every partial wave. The coefficients CJ ; in/out,

15We also added the factor (2J + 1) as part of normalization so that the partial wave unitarity equation
is expressed in a simple form in terms of MJ(pc) Eq. (8.8).
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Fermion charge+scalar monopole scattering 
•  Apply our results to the most famous example: 
scattering f+M→f+M, arbitrary q 

• CJ is extracted from 3 massive 3pt S-matrix 

• Selection rule:  

��

)HUPLRQ���0RQRSROH�6FDWWHULQJ

H /

H�Ƿ�� /Ƿ

Ɣ .GVǷU�NQQM�CV�C�OCUUKXG�HGTOKQPKE�EJCTIG�CPF�C�OCUUKXG�UECNCT�OQPQRQNG

Ɣ 6JG�&�,�KU�GZVTCEVGF�HTQO�VJG�Ǻ��OCUUKXGǻ���RV�CORNKVWFG�YKVJ�UGNGEVKQP�TWNG�

ż ͲP�VJKU�ECUG�������Ĕ� �~�������,�Ȣ�^S^�����������������������,�Ȣ�^S^��~

ż 6JG�,�HQT�NQYGUV�RCTVKCN�YCXG�FGRGPFU�VJG�RCKTYKUG�JGNKEKV[

ż 6JKU�KU�VJG�TGNCVKXKUVKE�IGPGTCNK\CVKQP�QH�VJG�043/�OQFKȤECVKQP�QH�VJG�CPIWNCT�
OQOGPVWO�QRGTCVQT�

Ɣ .GVǷU�HQEWU�QP�VJG�NQYGUV�RCTVKCN�YCXG����,� ^S^��~���CPF�GZVTCEV��&�,�

n+
23�n�

23 = �2q23 = 2, and so we have n+
23 = 3, n�

23 = 1. The S-matrix for positive helicity
fermions is then

S
⇣
1s=1

| 2�1/2, 3�1/2
⌘

q23=�1
⇠

D
2p[�23

ED
p[+23 3

E D
1 p[�23

E2
. (4.8)

up to a LG invariant. Note that the S-matrix for h2 = �h3 = 1/2 is forbidden in this case,
due to the fact that

h
p[�23 3

i
= 0.

4.4 All electric-magnetic 3-point S-matrix elements

The examples above give us a flavor of how to construct electric-magnetic S-matrix elements
up to LG invariants. In the case of 3-point S-matrix elements, we can make the discussion
even more concrete and write down systematic expressions and selection rules for electric-
magnetic S-matrix elements. These are modifications of the general 3-point amplitudes
derived in [20], when the three scattering particles can have magnetic charge. Without loss
of generality, we choose one massive particle (that may be a dyon) in the incoming state,
and two particles (that may also be dyons) in the outgoing state. Note that our expressions
extend the ones presented in [20] to the case of electric-magnetic scattering, and reduce
to them when q = 0 for the outgoing states. Below, whenever we call a particle “dyon”,
we mean that it may, or may not, have a magnetic charge. In all our cases, the decaying
particle may be any kind of “dyon”.

• Incoming massive particle, two outgoing massive particles

In this case the S-matrix is the contraction of the massive part (in the notation of [20])

⇣
h1|2s1

⌘{↵1...↵2s1}
⇣
h2|2s2

⌘{�1...�2s2}
⇣
h3|2s3

⌘{�1...�2s3} (4.9)

with a massless part involving the pairwise spinors |wi↵ ⌘

���p[�23
E

↵
and |ri↵ ⌘

���p[+23
E

↵
(with

pairwise helicities ±1
2), which saturates the pairwise LG transformation. The most general

expression is

Sq

{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}
=

CX

i=1

ai
⇣
|wiŝ�q

|riŝ+q
⌘

{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}
,

(4.10)

where ŝ = s1 + s2 + s3, C counts all the possible ways to group the spinors into ↵, � and �

indices, and q = q23 = e2g3 � e3g2. Since both exponents have to be non-negative integers,
we get a selection rule:

|q|  ŝ . (4.11)

We can also check that Eq. (4.10) reduces to the standard expression from [20] for q = 0.
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•  Apply selection rule: 

• Lowest partial wave amplitude depends on q - as 
expected from NRQM  

• Extract the J=|q|-1/2 lowest partial wave basis 
spinors 

• To see physics consider massless limit we expect 
only helicity flip amplitudes (Kazama et al) 

• In principle 4 allowed processes by quantum 
numbers 

Fermion charge+scalar monopole scattering 
ŝ =

1

2
+ 0 + J � |q| ! J � |q|� 1

2

ŝ = |q|, and for q > 0 the only valid 3-point S-matrix element is

S3-pt,in
q>0 = a

D
f p[+fM

E D
J p[+fM

E2|q|�1
. (6.2)

As explained in the previous section there is only one a coefficient, which we absorb in the
reduced matrix element M

J=|q|�1/2. Stripping away the hJ|↵ part, we find

C |q|�1/2; in
q>0 =

D
f p[+fM

E ✓���p[+fM
E2|q|�1

◆

{↵1,...,↵2|q|�1}

, (6.3)

and a similar one for the out state. Contracting the generalized Clebsch-Gordan factors for
the in- and out-states, we find the basis amplitude17

B
|q|�1/2
q>0 =

D
f p[+fM

ED
f 0 p[+f 0M 0

E

4p2c

0

@

D
p[+fMp[+f 0M 0

E

2pc

1

A
2|q|�1

. (6.4)

We can repeat the exercises for q < 0, obtaining

B
|q|�1/2
q<0 =

D
f p[�fM

ED
f 0 p[�f 0M 0

E

4p2c

0

@

D
p[�fMp[�f 0M 0

E

2pc

1

A
2|q|�1

. (6.5)

6.2 The massless limit

In the massless fermion limit the particles are labeled by their helicity. Overall there are
four possible choices, namely helicity ±

1
2 for the initial fermion (particle 1) and helicity ±

1
2

for the final fermion (particle 3). In our all-outgoing convention, the helicity flip process
involves the same helicity for the initial state and the final state fermions, while in the
non-flip process they have opposite helicity.

The allowed processes for external fermions of charge e are

Helicity non-flip : f + M ! f + M , f̄ † + M ! f̄ † + M

Helicity flip : f + M ! f̄ † + M , f̄ † + M ! f + M . (6.6)

We first consider the last process in Eq. (6.6), the right-handed incoming fermion (he-
licity +1/2) and the left-handed outgoing fermion (helicity �1/2). In the out-out formalism
this corresponds to both fermions having helicity �1/2. We can take the massless limit of
Eqs (6.4) and (6.5) by simply unbolding hf | , hf 0| spinors [20].

B
|q|� 1

2 =

D
f p[±fM

ED
f 0 p[±f 0M 0

E

4p2c

0

@

D
p[±fMp[±f 0M 0

E

2pc

1

A
2|q|�1

for sgn(q) = ±1 (6.7)

17Since we aim to determine the S-matrix up to reduced matrix element MJ(pc) we rescale our expression
by powers of pc to make the basis amplitude dimensionless.
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•                               helicity flip   

• Vanishes for q>0 since  

• Non-vanishing for q<0  

•  Intuitive explanation: field contribution to angular 
momentum q - has eigenvalues q,q+1,q+2,… For RH 
incoming fermion minimal z-component of total 
angular momentum q+1/2. But we are looking at 
lowest J=|q|-1/2 - doesn’t have q+1/2 z-component… 

• Similarly for q<0 we only get the helicity flip process 
non-vanishing.     

Fermion charge+scalar monopole scattering 
- the massless limit 

ŝ = |q|, and for q > 0 the only valid 3-point S-matrix element is

S3-pt,in
q>0 = a

D
f p[+fM
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. (6.2)

As explained in the previous section there is only one a coefficient, which we absorb in the
reduced matrix element M
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and a similar one for the out state. Contracting the generalized Clebsch-Gordan factors for
the in- and out-states, we find the basis amplitude17
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We can repeat the exercises for q < 0, obtaining
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6.2 The massless limit

In the massless fermion limit the particles are labeled by their helicity. Overall there are
four possible choices, namely helicity ±

1
2 for the initial fermion (particle 1) and helicity ±

1
2

for the final fermion (particle 3). In our all-outgoing convention, the helicity flip process
involves the same helicity for the initial state and the final state fermions, while in the
non-flip process they have opposite helicity.

The allowed processes for external fermions of charge e are

Helicity non-flip : f + M ! f + M , f̄ † + M ! f̄ † + M

Helicity flip : f + M ! f̄ † + M , f̄ † + M ! f + M . (6.6)

We first consider the last process in Eq. (6.6), the right-handed incoming fermion (he-
licity +1/2) and the left-handed outgoing fermion (helicity �1/2). In the out-out formalism
this corresponds to both fermions having helicity �1/2. We can take the massless limit of
Eqs (6.4) and (6.5) by simply unbolding hf | , hf 0| spinors [20].
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D
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for sgn(q) = ±1 (6.7)

17Since we aim to determine the S-matrix up to reduced matrix element MJ(pc) we rescale our expression
by powers of pc to make the basis amplitude dimensionless.

– 25 –
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6.2 The massless limit

In the massless fermion limit the particles are labeled by their helicity. Overall there are
four possible choices, namely helicity ±

1
2 for the initial fermion (particle 1) and helicity ±
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for the final fermion (particle 3). In our all-outgoing convention, the helicity flip process
involves the same helicity for the initial state and the final state fermions, while in the
non-flip process they have opposite helicity.

The allowed processes for external fermions of charge e are

Helicity non-flip : f + M ! f + M , f̄ † + M ! f̄ † + M

Helicity flip : f + M ! f̄ † + M , f̄ † + M ! f + M . (6.6)

We first consider the last process in Eq. (6.6), the right-handed incoming fermion (he-
licity +1/2) and the left-handed outgoing fermion (helicity �1/2). In the out-out formalism
this corresponds to both fermions having helicity �1/2. We can take the massless limit of
Eqs (6.4) and (6.5) by simply unbolding hf | , hf 0| spinors [20].
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We further note that the helicity flip amplitude Eq. (6.7) is only non-trivial for q < 0.
Indeed, in the mi ! 0 limit the spinor

���p[+ij
E

is parallel to |ii and, according to Eq. (3.12),
D
f p[+fM

E
=

D
f 0 p[+f 0M 0

E
= 0. The vanishing of the S-matrix element for q > 0 has a simple

intuitive physical explanation. When q > 0 the EM field component of the magnetically
modified angular momentum operator (2.8) points towards the monopole and has eigen-
values q, q + 1, q + 2, . . . Since we are considering the right-handed incoming fermion the
minimal value of the z-component of the total angular momentum will be q+ 1/2 which is
not part of the lowest partial wave state corresponding to J = |q|� 1/2. One can similarly
see that the outgoing left-handed particle can not be a part of the lowest partial wave when
q > 0.

Similarly, let us consider the helicity-flip amplitude where the incoming fermion is
left-handed while the outgoing fermion is right-handed. In the out-out formalism this cor-
responds to both massless fermions having helicity +1

2 . In this case we can’t simply unbold
the hf | , hf 0| spinors, but instead have to replace them with the Parity-conjugates18 of hf |
and hf 0

|, denoted by h⌘̂f | ,
⌦
⌘̂f 0

��,

B
|q|� 1

2 =

D
⌘̂f p

[±
fM

ED
⌘̂f 0 p[±f 0M 0

E

4p2c

0

@

D
p[±fMp[±f 0M 0

E

2pc

1

A
2|q|�1

for sgn(q) = ±1 (6.8)

This time, Eq. (3.12) tells us that
D
⌘̂f p

[�
fM

E
=

D
⌘̂f 0 p[�f 0M 0

E
= 0, and so the S-matrix

vanishes for q < 0. Once again, there is a simple physical explanation of this fact: neither
a left-handed incoming particle nor a right-handed outgoing particle can be a be part of
the J = |q| � 1

2 partial wave when q < 0. Therefore, we find that the only non-vanishing
amplitude basis for the helicity-flip process is given by

B
|q|� 1

2
q<0 =

D
f p[�fM

ED
f 0 p[�f 0M 0

E

4p2c

0

@

D
p[�fMp[�f 0M 0

E

2pc

1

A
2|q|�1

(6.9)

B
|q|� 1

2
q>0 ⇠

h
f p[�fM

i h
f 0 p[�f 0M 0

i

4p2c

0

@

D
p[+fMp[+f 0M 0

E

2pc

1

A
2|q|�1

(6.10)

where once again we used Eq. (3.12).
One can similarly show that, regardless of the sign of q, the S-matrix element van-

ishes for the two remaining helicity choices:
�
±

1
2 ,⌥

1
2

�
. Mathematically, this is the con-

sequence of the fact that now the amplitude basis is proportional to a factor of the formD
f p[±fM

ED
⌘̂f 0 p[±f 0M 0

E
, and this vanishes for either choice of sgn(q). Physically, this happens

because for the helicity-non-flip process either incoming or outgoing fermion can not be a
part of the lowest partial wave. In other words, at the lowest partial wave helicity-non-flip
process can not occur.

18We use the properly normalized h⌘̂i| instead of h⌘i| = mi h⌘̂i| and absorb the normalization in our
reduced matrix element.
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• For the helicity non-flip processes all amplitudes 
vanish: either incoming or outgoing fermion can not 
be part of J=|q|-1/2 multiplet  

• Using the explicit expressions for the spinors we 
find the helicity flipping amplitudes  

•             are angle independent constants - will see 
other channels do not contribute so unitarity fixes 
them!  

• Exactly Kazama et al. result! 

Fermion charge+scalar monopole scattering 
- the massless limit 

Using the explicit expressions for the helicity variables in the COM frame obtained in
appendix B we can finally write the S-matrix in terms of the scattering angle ✓. The only
non-vanishing S-matrix element is

S
|q|� 1

2

f!f̄ † = N 2 |q|M
|q|� 1

2

� 1
2 ,

1
2


sin

✓
✓

2

◆�2|q|�1

for q > 0

S
|q|� 1

2

f̄ †!f
= N 2 |q|M

|q|� 1
2

1
2 ,�

1
2


sin

✓
✓

2

◆�2|q|�1

for q < 0 , (6.11)

where we have explicitly included the normalization coefficient N ⌘
p
8⇡s and the reduced

matrix element M
|q|� 1

2

⌥ 1
2 ,±

1
2

, which is angle independent. The factor 2|q| is from the prefactor
(2J + 1) (for J = |q| � 1/2) introduced in the definition of the S-matrix Eq. (5.10). Note
that for future convenience we have used the in-out notation for the physical helicities
of incoming and outgoing fermions denoted as the subscripts M�hin,hout , where hin, hout
are helicities in out-out formalism. In general, one needs a dynamical input to determine
M in Eq. (6.11). However, as we will show in section 7 the higher partial waves do not
contribute to the helicity-flip matrix element. When combined with the unitarity conditions
(see section 8 for a detailed discussion) this implies that

����M
|q|� 1

2

� 1
2 ,

1
2

���� =

����M
|q|� 1

2
1
2 ,�

1
2

���� = 1 . (6.12)

Since the two helicity-flip processes never occur at the same time (they do or do not happen
depending on the sign of q), we can set them to ⌥1. As shown in detail in appendix E,
the lowest partial wave S-matrix Eq. (6.11) with the reduced matrix elements Eq. (6.12)
exactly reproduces the QM calculation of [21].

The result is rather interesting: in the limit of massless fermions, the S-matrix element
is only non-vanishing for processes where the products of fermion helicities, hf and hf 0 ,
with q are positive, hf · q = hf 0 · q > 0 (in the out-out sense). It’s even more striking once
we remember that this discussion is in the all-outgoing convention, and so the physical
interpretation in terms of in-out states is of a positive helicity fermion scattering into a
negative helicity fermion for q < 0, or of a negative helicity fermion scattering into a
positive helicity fermion for q > 0. In other words, our electric-magnetic S-matrix has a
selection rule that tells us that the lowest partial wave always involves a helicity flip! In
particular, forward or elastic scattering is forbidden by our selection rule since it does not
flip the helicity of the fermion. This is the well-known Kazama-Yang result [21], and also
the precursor of the Rubakov-Callan effect [40, 41] in the scattering of two fermions and a
monopole.
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exactly reproduces the QM calculation of [21].
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is only non-vanishing for processes where the products of fermion helicities, hf and hf 0 ,
with q are positive, hf · q = hf 0 · q > 0 (in the out-out sense). It’s even more striking once
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interpretation in terms of in-out states is of a positive helicity fermion scattering into a
negative helicity fermion for q < 0, or of a negative helicity fermion scattering into a
positive helicity fermion for q > 0. In other words, our electric-magnetic S-matrix has a
selection rule that tells us that the lowest partial wave always involves a helicity flip! In
particular, forward or elastic scattering is forbidden by our selection rule since it does not
flip the helicity of the fermion. This is the well-known Kazama-Yang result [21], and also
the precursor of the Rubakov-Callan effect [40, 41] in the scattering of two fermions and a
monopole.
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Using the explicit expressions for the helicity variables in the COM frame obtained in
appendix B we can finally write the S-matrix in terms of the scattering angle ✓. The only
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S
|q|� 1

2

f!f̄ † = N 2 |q|M
|q|� 1

2

� 1
2 ,

1
2


sin

✓
✓

2

◆�2|q|�1

for q > 0

S
|q|� 1

2

f̄ †!f
= N 2 |q|M

|q|� 1
2

1
2 ,�

1
2


sin

✓
✓

2

◆�2|q|�1

for q < 0 , (6.11)

where we have explicitly included the normalization coefficient N ⌘
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, which is angle independent. The factor 2|q| is from the prefactor
(2J + 1) (for J = |q| � 1/2) introduced in the definition of the S-matrix Eq. (5.10). Note
that for future convenience we have used the in-out notation for the physical helicities
of incoming and outgoing fermions denoted as the subscripts M�hin,hout , where hin, hout
are helicities in out-out formalism. In general, one needs a dynamical input to determine
M in Eq. (6.11). However, as we will show in section 7 the higher partial waves do not
contribute to the helicity-flip matrix element. When combined with the unitarity conditions
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Since the two helicity-flip processes never occur at the same time (they do or do not happen
depending on the sign of q), we can set them to ⌥1. As shown in detail in appendix E,
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Higher partial waves   
•  For massive particles follow our rules 
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• In COM frame can show 
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• Exactly the ``monopole harmonics” of Wu & Yang:

7 Fermion-Monopole Scattering: Higher Partial Waves

7.1 Massive fermions

We now consider the S-matrix elements for the higher partial waves in the fermion-monopole
scattering process. Once again, it is convenient to start with a massive fermion. Following
our derivation of the generalized Clebsch-Gordan coefficients, we have19
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where sum is taken over � = (+,�), �0 = (+,�), while q+ = q �
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2 , q� = q + 1
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also included the coefficients a� (a0�) for the two possible tensor structures in the in (out)
3-point S-matrix elements. The B̃
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Using Eq. (B.19) from appendix B.1, in the COM frame these become

B̃
J(�,�0) = (�1)J��0

D
J⇤
��,�0 (⌦c) . (7.3)

where ⌦c = {✓c,�c} is the direction of the outgoing COM momenta (we chose the COM
frame such that �c = 0). Here D

J
�,��0(⌦) is the Wigner matrix [1, 42]

D
J
��,�0(⌦) ⌘ D

J
��,�0(�, ✓,��) = ei�(�+�0) dJ��,�0(✓) . (7.4)

The standard definition of the Wigner d-matrix is dJm,m0(✓) = hJ,m| exp(�i✓Jy)|J,m0
i.

The emergence of these specific D-matrices is particularly satisfying, because they also
go by another name: the spin-weighted spherical harmonics qYl,m [26, 43], or monopole
harmonics [21, 26]. Specifically20:

D
l⇤
q,m (⌦) =

r
4⇡

2l + 1
qYl,m (�⌦) , (7.5)

where �⌦ = (⇡ � ✓,��). Monopole harmonics emerge in the solution of the Klein-Gordon
or Dirac equations in the presence of a background magnetic field of a monopole [21, 26, 44].
It is reassuring to see them arise here in a completely relativistic setting, and based solely
on LG and angular momentum arguments.

The J-partial wave matrix element for the COM scattering of a massive scalar monopole

19Notice that this result is valid for all J , including the lowest partial wave case J = |q|� 1/2.
20Our qYlm are defined according to the b-hemisphere definition of [26]

– 28 –

�,�0 = ± q± = q ± 1

2

7 Fermion-Monopole Scattering: Higher Partial Waves

7.1 Massive fermions

We now consider the S-matrix elements for the higher partial waves in the fermion-monopole
scattering process. Once again, it is convenient to start with a massive fermion. Following
our derivation of the generalized Clebsch-Gordan coefficients, we have19

B
J

⇠

X

�

X

�0

a�a
0
�0

D
f p[�fM

ED
f 0 p[�

0
f 0M 0

E

4p2c
B̃
J(�q�,�q�0) , (7.1)

where sum is taken over � = (+,�), �0 = (+,�), while q+ = q �
1
2 , q� = q + 1

2 . We
also included the coefficients a� (a0�) for the two possible tensor structures in the in (out)
3-point S-matrix elements. The B̃

J are given by

B̃
J(�,�0) =

1

(2pc)2J

✓D
p[�fM

���
J+� D

p[+fM

���
J��

◆{↵1,...,↵2J}✓���p[�f 0M 0

EJ+�0 ���p[+f 0M 0

EJ��0◆

{↵1,...,↵2J}
.

(7.2)

Using Eq. (B.19) from appendix B.1, in the COM frame these become

B̃
J(�,�0) = (�1)J��0

D
J⇤
��,�0 (⌦c) . (7.3)

where ⌦c = {✓c,�c} is the direction of the outgoing COM momenta (we chose the COM
frame such that �c = 0). Here D

J
�,��0(⌦) is the Wigner matrix [1, 42]

D
J
��,�0(⌦) ⌘ D

J
��,�0(�, ✓,��) = ei�(�+�0) dJ��,�0(✓) . (7.4)

The standard definition of the Wigner d-matrix is dJm,m0(✓) = hJ,m| exp(�i✓Jy)|J,m0
i.

The emergence of these specific D-matrices is particularly satisfying, because they also
go by another name: the spin-weighted spherical harmonics qYl,m [26, 43], or monopole
harmonics [21, 26]. Specifically20:

D
l⇤
q,m (⌦) =

r
4⇡

2l + 1
qYl,m (�⌦) , (7.5)

where �⌦ = (⇡ � ✓,��). Monopole harmonics emerge in the solution of the Klein-Gordon
or Dirac equations in the presence of a background magnetic field of a monopole [21, 26, 44].
It is reassuring to see them arise here in a completely relativistic setting, and based solely
on LG and angular momentum arguments.

The J-partial wave matrix element for the COM scattering of a massive scalar monopole

19Notice that this result is valid for all J , including the lowest partial wave case J = |q|� 1/2.
20Our qYlm are defined according to the b-hemisphere definition of [26]

– 28 –

7 Fermion-Monopole Scattering: Higher Partial Waves

7.1 Massive fermions

We now consider the S-matrix elements for the higher partial waves in the fermion-monopole
scattering process. Once again, it is convenient to start with a massive fermion. Following
our derivation of the generalized Clebsch-Gordan coefficients, we have19

B
J

⇠

X

�

X

�0

a�a
0
�0

D
f p[�fM

ED
f 0 p[�

0
f 0M 0

E

4p2c
B̃
J(�q�,�q�0) , (7.1)

where sum is taken over � = (+,�), �0 = (+,�), while q+ = q �
1
2 , q� = q + 1

2 . We
also included the coefficients a� (a0�) for the two possible tensor structures in the in (out)
3-point S-matrix elements. The B̃

J are given by

B̃
J(�,�0) =

1

(2pc)2J

✓D
p[�fM

���
J+� D

p[+fM

���
J��

◆{↵1,...,↵2J}✓���p[�f 0M 0

EJ+�0 ���p[+f 0M 0

EJ��0◆

{↵1,...,↵2J}
.

(7.2)

Using Eq. (B.19) from appendix B.1, in the COM frame these become

B̃
J(�,�0) = (�1)J��0

D
J⇤
��,�0 (⌦c) . (7.3)

where ⌦c = {✓c,�c} is the direction of the outgoing COM momenta (we chose the COM
frame such that �c = 0). Here D

J
�,��0(⌦) is the Wigner matrix [1, 42]

D
J
��,�0(⌦) ⌘ D

J
��,�0(�, ✓,��) = ei�(�+�0) dJ��,�0(✓) . (7.4)

The standard definition of the Wigner d-matrix is dJm,m0(✓) = hJ,m| exp(�i✓Jy)|J,m0
i.

The emergence of these specific D-matrices is particularly satisfying, because they also
go by another name: the spin-weighted spherical harmonics qYl,m [26, 43], or monopole
harmonics [21, 26]. Specifically20:

D
l⇤
q,m (⌦) =

r
4⇡

2l + 1
qYl,m (�⌦) , (7.5)

where �⌦ = (⇡ � ✓,��). Monopole harmonics emerge in the solution of the Klein-Gordon
or Dirac equations in the presence of a background magnetic field of a monopole [21, 26, 44].
It is reassuring to see them arise here in a completely relativistic setting, and based solely
on LG and angular momentum arguments.

The J-partial wave matrix element for the COM scattering of a massive scalar monopole

19Notice that this result is valid for all J , including the lowest partial wave case J = |q|� 1/2.
20Our qYlm are defined according to the b-hemisphere definition of [26]

– 28 –

7 Fermion-Monopole Scattering: Higher Partial Waves

7.1 Massive fermions

We now consider the S-matrix elements for the higher partial waves in the fermion-monopole
scattering process. Once again, it is convenient to start with a massive fermion. Following
our derivation of the generalized Clebsch-Gordan coefficients, we have19

B
J

⇠

X

�

X

�0

a�a
0
�0

D
f p[�fM

ED
f 0 p[�

0
f 0M 0

E

4p2c
B̃
J(�q�,�q�0) , (7.1)

where sum is taken over � = (+,�), �0 = (+,�), while q+ = q �
1
2 , q� = q + 1

2 . We
also included the coefficients a� (a0�) for the two possible tensor structures in the in (out)
3-point S-matrix elements. The B̃

J are given by

B̃
J(�,�0) =

1

(2pc)2J

✓D
p[�fM

���
J+� D

p[+fM

���
J��

◆{↵1,...,↵2J}✓���p[�f 0M 0

EJ+�0 ���p[+f 0M 0

EJ��0◆

{↵1,...,↵2J}
.

(7.2)

Using Eq. (B.19) from appendix B.1, in the COM frame these become

B̃
J(�,�0) = (�1)J��0

D
J⇤
��,�0 (⌦c) . (7.3)

where ⌦c = {✓c,�c} is the direction of the outgoing COM momenta (we chose the COM
frame such that �c = 0). Here D

J
�,��0(⌦) is the Wigner matrix [1, 42]

D
J
��,�0(⌦) ⌘ D

J
��,�0(�, ✓,��) = ei�(�+�0) dJ��,�0(✓) . (7.4)

The standard definition of the Wigner d-matrix is dJm,m0(✓) = hJ,m| exp(�i✓Jy)|J,m0
i.

The emergence of these specific D-matrices is particularly satisfying, because they also
go by another name: the spin-weighted spherical harmonics qYl,m [26, 43], or monopole
harmonics [21, 26]. Specifically20:

D
l⇤
q,m (⌦) =

r
4⇡

2l + 1
qYl,m (�⌦) , (7.5)

where �⌦ = (⇡ � ✓,��). Monopole harmonics emerge in the solution of the Klein-Gordon
or Dirac equations in the presence of a background magnetic field of a monopole [21, 26, 44].
It is reassuring to see them arise here in a completely relativistic setting, and based solely
on LG and angular momentum arguments.

The J-partial wave matrix element for the COM scattering of a massive scalar monopole

19Notice that this result is valid for all J , including the lowest partial wave case J = |q|� 1/2.
20Our qYlm are defined according to the b-hemisphere definition of [26]

– 28 –

7 Fermion-Monopole Scattering: Higher Partial Waves

7.1 Massive fermions

We now consider the S-matrix elements for the higher partial waves in the fermion-monopole
scattering process. Once again, it is convenient to start with a massive fermion. Following
our derivation of the generalized Clebsch-Gordan coefficients, we have19

B
J

⇠

X

�

X

�0

a�a
0
�0

D
f p[�fM

ED
f 0 p[�

0
f 0M 0

E

4p2c
B̃
J(�q�,�q�0) , (7.1)

where sum is taken over � = (+,�), �0 = (+,�), while q+ = q �
1
2 , q� = q + 1

2 . We
also included the coefficients a� (a0�) for the two possible tensor structures in the in (out)
3-point S-matrix elements. The B̃

J are given by

B̃
J(�,�0) =

1

(2pc)2J

✓D
p[�fM

���
J+� D

p[+fM

���
J��

◆{↵1,...,↵2J}✓���p[�f 0M 0

EJ+�0 ���p[+f 0M 0

EJ��0◆

{↵1,...,↵2J}
.

(7.2)

Using Eq. (B.19) from appendix B.1, in the COM frame these become

B̃
J(�,�0) = (�1)J��0

D
J⇤
��,�0 (⌦c) . (7.3)

where ⌦c = {✓c,�c} is the direction of the outgoing COM momenta (we chose the COM
frame such that �c = 0). Here D

J
�,��0(⌦) is the Wigner matrix [1, 42]

D
J
��,�0(⌦) ⌘ D

J
��,�0(�, ✓,��) = ei�(�+�0) dJ��,�0(✓) . (7.4)

The standard definition of the Wigner d-matrix is dJm,m0(✓) = hJ,m| exp(�i✓Jy)|J,m0
i.

The emergence of these specific D-matrices is particularly satisfying, because they also
go by another name: the spin-weighted spherical harmonics qYl,m [26, 43], or monopole
harmonics [21, 26]. Specifically20:

D
l⇤
q,m (⌦) =

r
4⇡

2l + 1
qYl,m (�⌦) , (7.5)

where �⌦ = (⇡ � ✓,��). Monopole harmonics emerge in the solution of the Klein-Gordon
or Dirac equations in the presence of a background magnetic field of a monopole [21, 26, 44].
It is reassuring to see them arise here in a completely relativistic setting, and based solely
on LG and angular momentum arguments.

The J-partial wave matrix element for the COM scattering of a massive scalar monopole

19Notice that this result is valid for all J , including the lowest partial wave case J = |q|� 1/2.
20Our qYlm are defined according to the b-hemisphere definition of [26]

– 28 –

7 Fermion-Monopole Scattering: Higher Partial Waves

7.1 Massive fermions

We now consider the S-matrix elements for the higher partial waves in the fermion-monopole
scattering process. Once again, it is convenient to start with a massive fermion. Following
our derivation of the generalized Clebsch-Gordan coefficients, we have19

B
J

⇠

X

�

X

�0

a�a
0
�0

D
f p[�fM

ED
f 0 p[�

0
f 0M 0

E

4p2c
B̃
J(�q�,�q�0) , (7.1)

where sum is taken over � = (+,�), �0 = (+,�), while q+ = q �
1
2 , q� = q + 1

2 . We
also included the coefficients a� (a0�) for the two possible tensor structures in the in (out)
3-point S-matrix elements. The B̃

J are given by

B̃
J(�,�0) =

1

(2pc)2J

✓D
p[�fM

���
J+� D

p[+fM

���
J��

◆{↵1,...,↵2J}✓���p[�f 0M 0

EJ+�0 ���p[+f 0M 0

EJ��0◆

{↵1,...,↵2J}
.

(7.2)

Using Eq. (B.19) from appendix B.1, in the COM frame these become

B̃
J(�,�0) = (�1)J��0

D
J⇤
��,�0 (⌦c) . (7.3)

where ⌦c = {✓c,�c} is the direction of the outgoing COM momenta (we chose the COM
frame such that �c = 0). Here D

J
�,��0(⌦) is the Wigner matrix [1, 42]

D
J
��,�0(⌦) ⌘ D

J
��,�0(�, ✓,��) = ei�(�+�0) dJ��,�0(✓) . (7.4)

The standard definition of the Wigner d-matrix is dJm,m0(✓) = hJ,m| exp(�i✓Jy)|J,m0
i.

The emergence of these specific D-matrices is particularly satisfying, because they also
go by another name: the spin-weighted spherical harmonics qYl,m [26, 43], or monopole
harmonics [21, 26]. Specifically20:

D
l⇤
q,m (⌦) =

r
4⇡

2l + 1
qYl,m (�⌦) , (7.5)

where �⌦ = (⇡ � ✓,��). Monopole harmonics emerge in the solution of the Klein-Gordon
or Dirac equations in the presence of a background magnetic field of a monopole [21, 26, 44].
It is reassuring to see them arise here in a completely relativistic setting, and based solely
on LG and angular momentum arguments.

The J-partial wave matrix element for the COM scattering of a massive scalar monopole

19Notice that this result is valid for all J , including the lowest partial wave case J = |q|� 1/2.
20Our qYlm are defined according to the b-hemisphere definition of [26]

– 28 –



Higher partial waves - massless limit  
• In massless limit get a compact result 

in out-out convention,  
hin=1/2 (-1/2) for LH (RH)  for incoming fermion 
hout=-1/2 (1/2) for LH (RH) for outgoing fermion 

• The                     are dynamics dependent phase 
shifts 

• Take them from Kazama et al detailed NRQM 
calculation 

and a massive fermion is then

SJ = N (2J + 1)
M

J

4 p2cn
a1a

0
1

D
f p[�fM

E D
f 0 p[�f 0M 0

E
D

J⇤
q+ 1

2 ,�q� 1
2
(⌦c) + a2a

0
1

D
f p[+fM

E D
f 0 p[�f 0M 0

E
D

J⇤
q� 1

2 ,�q� 1
2
(⌦c)

a1a
0
2

D
f p[�fM

ED
f 0 p[+f 0M 0

E
D

J⇤
q+ 1

2 ,�q+ 1
2
(⌦c) + a2a

0
2

D
f p[+fM

ED
f 0 p[+f 0M 0

E
D

J⇤
q� 1

2 ,�q+ 1
2
(⌦c)

o
,

(7.6)

where the (�1)J��0 prefactors have been absorbed into the coefficients a0i, and N ⌘
p
8⇡s .

7.2 Massless fermion

We now consider the massless limit for the fermions in the J > |q| � 1
2 partial waves.

The S-matrix Eq. (7.6) contains all of the possible helicity assignments, and so we can
immediately extract the individual helicity amplitudes. For instance, the S-matrix for a
helicity non-flip process f ! f is obtained by unbolding the finial state massive fermion
variable, and replacing the initial massive variable with P -conjugate ⌘̂-variable. Under this
replacements, only the second term survives and Eq. (7.6) simplifies significantly to
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where we dropped the
h
f p[�fM

iD
f p[�fM

E

4p2c
factor, which equals to 1 in the COM frame. Other

cases can be worked out easily, and the general results are summarized in a compact ex-
pression as

SJ
hin!hout = N (2J + 1) MJ

�hin,hout D
J⇤
q�hin,�q+hout (⌦c) . (7.8)

As shown in appendix E, Eq. (7.8) exactly reproduces the angular dependence of the higher
partial wave amplitudes in [21], obtained by a brute force solution of the Dirac equation in
a monopole background.21

As in textbook QM scattering in a central potential, our partial wave expansion only
determines the angular dependence of each partial wave, while the relative magnitude of
the different partial waves is determined dynamically in the form of phase shifts. For the
lowest partial wave, our selection rule forbids forward scattering, and so the full partial
amplitude was completely fixed by unitarity. In contrast, for the higher partial waves,
unitarity alone does not uniquely determine the amplitude, and some knowledge of the
underlying dynamics is needed to specify the reduced matrix elements. To this end we

21We remind the reader that hin, hout are defined in the all-outgoing convention, and so an incoming
f
�
f̄ †� has helicity hin = 1

2

�
� 1

2

�
, while an outgoing f

�
f̄ †� has helicity hout = � 1

2

�
1
2

�
. Note also that

the indices on MJ are �hin and hout, such that the labeling of MJ respects particle kind (f or f̄ †) rather
than helicity in the out-out convention: � 1

2 ! f and + 1
2 ! f̄†. This will be useful to keep in mind when

considering MJ†.
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extract the reduced matrix elements for the helicity non-flip amplitude from [21]:

M
J
± 1

2 ,±
1
2
= e�i⇡µ, (7.9)

where µ =
q�

J + 1
2

�2
� q2. One can see that these are indeed merely phase shifts, and they

are the only dynamical information needed to completely fix the S-matrix. The unitarity
condition discussed in the next section then leads to

���MJ
± 1

2 ,⌥
1
2

���
2

= 1�
���MJ

± 1
2 ,±

1
2

���
2

= 0 , (7.10)

so the helicity-flip processes for J > |q|� 1
2 vanish simply because a 100% of the probability

goes to the helicity non-flip process Eq. (7.8).
To emphasize what we have achieved, note that all of the new information gained

from the full solution of the QM scattering problem can be summarized in the phase shift
Eq. (7.9). In this paper we reproduced everything else based on LG and partial wave
decomposition alone, in a manifestly relativistic setting. In particular, we reproduced the
full angular dependence of all partial waves and the selection rule that requires a helicity-flip
in the lowest partial wave.

8 Partial Wave Unitarity

To complete our analysis of charged fermion scattering off a massive scalar monopole, we
need to discuss partial wave unitarity. Here we follow the standard derivation of partial wave
unitarity given in [45], generalizing it to the electric-magnetic scattering case. Unitarity of
the S-matrix implies

pc
16⇡2

p
s

Z
d⌦m

X

ab

⇣
S(fM)i!ab S

⇤
(f†M)f!a†b†

⌘
=

16⇡2ps

pc
�(⌦c) , (8.1)

where the momenta of fi (Mi) are directed along ±ẑ and the momenta of ff (Mf ) are
directed along ±⌦̂c with the angles (✓c,�c). The intermediate states a, b can be either
(fm,Mm) or (f̄ †

m,Mm) with their momenta along ±⌦̂m with the angles (✓m,�m).22 We
now wish to perform a partial wave expansion of the unitarity relation (8.1), in order to
obtain a partial wave unitarity condition for our S-matrix. We begin by expanding the
relevant S-matrix elements in partial waves, using Eq. (7.8), which we repeat here for
completeness:

Shin!hout = N

X

J

(2J + 1) MJ
�hin,hout D

J⇤
q�hin,�q+hout (⌦m) , (8.2)

22Currently, we assume that the complete set of possible intermediate state consists of fermion and
monopole pair {f,M} (with all possible choices of fermion helicity). Of course, it is certainly possible to have
a microscopic theory containing other possible states, e.g. dyon pair, or multi-particle states. However, note
that what the S-matrix method does is to provide S-matrices consistent with the assumption of spectrum.
Indeed, under this assumption, we find results in complete agreement with the full QM calculation with
the same assumption made here.
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• Partial wave unitarity implies  

• All higher J partial waves have zero helicity flip - 
only J=|q|-1/2 lowest non-zero. Justifies calculation of 
the helicity flip amplitude  

Higher partial waves - massless limit  
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• GUT SU(5)→SU(3)xSU(2)xU(1)/Z6 via adjoint Higgs 
VEV  

• ’t Hooft-Polyakov monopole embedded into SU(5) 

• gM=-1 to match the notation of Rubakov

SU(2)M

Scattering on GUT monopoles  

SU(3)

SU(2)
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• Decomposition of SM fermions unusual under this 
SU(2): 

• Will give 4 doublets - the rest are singlets 

• Will give SU(4) horizontal symmetry (exchange of 4 
doublets - identical for interaction with monopole) 

Scattering on GUT monopoles  
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• Scattering amplitudes have to obey SM gauge 
conservation + SU(4) symmetry + LG + pairwise LG 

• The Rubakov-Callan amplitude:  

• Focus on s-wave incoming states (that can reach 
the core of the monopole)  

• Incoming part of amplitude: 

• Pairwise helicity -1/2, ordinary helicity +1/2 in all 
outgoing convention   

The Rubakov-Callan amplitude  
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scattering amplitude has to be such that

A(⇤p1, . . . ,⇤pn;⇤k1, . . . ,⇤km) =

e
�i

P
qij�ij Ã(p1, . . . , pn; k1, . . . , km) , (4)

where Ã is the amplitude A times all of the single particle
little group transformations Di. To construct amplitudes
with the required transformation rule ref. [8] defined
new spinor-helicity variables called “pairwise spinors,”
denoted by |p

[±
ij i, defined for each pair of particles in

the in or out state. For completeness, we repeat the
definition of these spinors in the Appendix. The spinors
have pairwise helicity ± under the pairwise little group
associated with the particles i and j. In other words,
they transform as

⇤̃ |p
[±
ij i = e

± i
2�(pi,pj ,⇤)

|⇤p[±ij i

h
p
[±
ij

��� ⇤̃ = e
⌥ i

2�(pi,pj ,⇤)
h
⇤p[±ij

��� , (5)

where ⇤ and ⇤̃ are Lorentz transformations acting in vec-
tor and spinor spaces respectively. Finally, the pairwise
spinors have the important property that they align with
some of the standard spinor helicity variables in the mass-
less limit. In particular:

D
i p

[+
ij

E
=

h
i p

[+
ij

i
= 0

D
j p

[�
ij

E
=

h
j p

[�
ij

i
= 0 . (6)

The vanishing of these contractions plays a central role in
explaining the peculiarities of the Rubakov-Callan e↵ect.

To see the relation between pairwise helicity and the
Rubakov-Callan e↵ect, let us consider an incoming state
involving the massless fermions u

1
, u

2, both with elec-
tric charge eM = �1/2 and a scalar monopole M with
magnetic charge gM = �1. Let us now focus on the s-
wave partial amplitude involving in- and out- states with
total angular momentum J = 0. In this case the ampli-
tude splits into an incoming and and outgoing part, each
one depending only on the incoming/outgoing momenta
and with all spinor indices contracted (since J = 0). As
qu1,M = qu2,M = �1/2, the incoming part of the ampli-
tude is

h
u
1
p
[�
u1,M

i h
u
2
p
[�
u2,M

i
, (7)

where
���p[�ui,M

i
are pairwise spinors, while

⇥
u
i
�� are the

standard massless spinor helicity variables. To see that

this in-state transforms correctly, note that the
���p[�ui,M

i

each carry pairwise helicity �1/2 under the u
i
,M pair-

wise little group, while the
⇥
u
i
�� transform like a helicity

1/2 under the single particle little group for u
i, which

is suitable since incoming left-handed fermions carry he-
licity 1/2 in our all-outgoing convention. In contrast,

outgoing left-handed fermions carry helicity �1/2 in this
convention. Note that pairwise helicity is not flipped be-
tween incoming and outgoing particles [8].
We can now easily see why there can’t be forward scat-

tering in this process. Let us try to represent the would-
be out-state relevant for forward scattering, i.e. involving
the same u

1
, u

2. The out part of the amplitude has to
be

D
u
1
p
[+
u1,M

ED
u
2
p
[+
u2,M

E
. (8)

Note that the sign on the pairwise spinors is flipped so as
to preserve their pairwise helicity under |] ! |i. However,
this expression vanishes by (6). There cannot be forward
scattering of fermions on a monopole in the lowest partial
wave.
Having established that there is no forward scatter-

ing for the Rubakov-Callan in-state, we now turn to
write down the only possible final state which respects
all SM quantum numbers, as well as the overall SU(4)
flavor symmetry. This out state involves the fermions
(ē)†, (d̄3)†. The corresponding outgoing part of the am-
plitude is

h
ē
†
p
[�
ē†,M

i h
d̄
3†
p
[�
d̄3†,M

i
. (9)

It transforms correctly under the pairwise little group,
since qē,M = qd̄3,M = 1/2. Since this is the only possible
out state, we have a simple derivation of the Rubakov-
Callan amplitude

ARubakov-Callan /

h
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1
p
[�
u1,M

i h
u
2
p
[�
u2,M

i h
ē
†
p
[�
ē†,M

i h
d̄
3†
p
[�
d̄3†,M

i
.(10)

The overall cross section for the process satisfies the s-
wave unitarity bound, and so should be proportional to
4⇡p�2

c where pc is the COM momentum. When taking
QCD confinement of the incoming quarks into account,
the incoming quarks are confined to within a distance
⇤�1 of each other, and the cross section becomesO(⇤�2).

SOLVING A 40 YEAR OLD MYSTERY

When a positron, ē, scatters o↵ of a GUT monopole,
forward scattering is again forbidden by angular momen-
tum conservation, while the flavor symmetry constrains
the out state to have 3 (mod 4) fermions. The only possi-
ble out state with 3 fermions which conserves all quantum
numbers is:

ū
1† + ū

2† + d̄
3†
. (11)

However, Callan argued that this final state is impossi-
ble, since in the presence of the monopole, the d̄

3† can-
not exist in a one-particle outgoing partial wave with
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• Outgoing state? Could it be the same (forward 
scattering)?  

• Would be the candidate amplitude - needed to flip 
single particle helicity due to all outgoing convention. 

• But                                     because for massless 
fermions the pairwise momentum = ordinary mom. 

• No forward scattering!    

The Rubakov-Callan amplitude  

3

scattering amplitude has to be such that

A(⇤p1, . . . ,⇤pn;⇤k1, . . . ,⇤km) =
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qij�ij Ã(p1, . . . , pn; k1, . . . , km) , (4)

where Ã is the amplitude A times all of the single particle
little group transformations Di. To construct amplitudes
with the required transformation rule ref. [8] defined
new spinor-helicity variables called “pairwise spinors,”
denoted by |p

[±
ij i, defined for each pair of particles in

the in or out state. For completeness, we repeat the
definition of these spinors in the Appendix. The spinors
have pairwise helicity ± under the pairwise little group
associated with the particles i and j. In other words,
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where ⇤ and ⇤̃ are Lorentz transformations acting in vec-
tor and spinor spaces respectively. Finally, the pairwise
spinors have the important property that they align with
some of the standard spinor helicity variables in the mass-
less limit. In particular:
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The vanishing of these contractions plays a central role in
explaining the peculiarities of the Rubakov-Callan e↵ect.

To see the relation between pairwise helicity and the
Rubakov-Callan e↵ect, let us consider an incoming state
involving the massless fermions u

1
, u

2, both with elec-
tric charge eM = �1/2 and a scalar monopole M with
magnetic charge gM = �1. Let us now focus on the s-
wave partial amplitude involving in- and out- states with
total angular momentum J = 0. In this case the ampli-
tude splits into an incoming and and outgoing part, each
one depending only on the incoming/outgoing momenta
and with all spinor indices contracted (since J = 0). As
qu1,M = qu2,M = �1/2, the incoming part of the ampli-
tude is
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standard massless spinor helicity variables. To see that

this in-state transforms correctly, note that the
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each carry pairwise helicity �1/2 under the u
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wise little group, while the
⇥
u
i
�� transform like a helicity

1/2 under the single particle little group for u
i, which

is suitable since incoming left-handed fermions carry he-
licity 1/2 in our all-outgoing convention. In contrast,

outgoing left-handed fermions carry helicity �1/2 in this
convention. Note that pairwise helicity is not flipped be-
tween incoming and outgoing particles [8].
We can now easily see why there can’t be forward scat-

tering in this process. Let us try to represent the would-
be out-state relevant for forward scattering, i.e. involving
the same u
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2. The out part of the amplitude has to
be
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Note that the sign on the pairwise spinors is flipped so as
to preserve their pairwise helicity under |] ! |i. However,
this expression vanishes by (6). There cannot be forward
scattering of fermions on a monopole in the lowest partial
wave.
Having established that there is no forward scatter-

ing for the Rubakov-Callan in-state, we now turn to
write down the only possible final state which respects
all SM quantum numbers, as well as the overall SU(4)
flavor symmetry. This out state involves the fermions
(ē)†, (d̄3)†. The corresponding outgoing part of the am-
plitude is
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It transforms correctly under the pairwise little group,
since qē,M = qd̄3,M = 1/2. Since this is the only possible
out state, we have a simple derivation of the Rubakov-
Callan amplitude
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ē†,M

i h
d̄
3†
p
[�
d̄3†,M

i
.(10)

The overall cross section for the process satisfies the s-
wave unitarity bound, and so should be proportional to
4⇡p�2

c where pc is the COM momentum. When taking
QCD confinement of the incoming quarks into account,
the incoming quarks are confined to within a distance
⇤�1 of each other, and the cross section becomesO(⇤�2).
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scattering amplitude has to be such that
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where Ã is the amplitude A times all of the single particle
little group transformations Di. To construct amplitudes
with the required transformation rule ref. [8] defined
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denoted by |p
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the in or out state. For completeness, we repeat the
definition of these spinors in the Appendix. The spinors
have pairwise helicity ± under the pairwise little group
associated with the particles i and j. In other words,
they transform as

⇤̃ |p
[±
ij i = e

± i
2�(pi,pj ,⇤)

|⇤p[±ij i

h
p
[±
ij

��� ⇤̃ = e
⌥ i

2�(pi,pj ,⇤)
h
⇤p[±ij

��� , (5)
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less limit. In particular:

D
i p

[+
ij

E
=

h
i p

[+
ij

i
= 0

D
j p

[�
ij

E
=

h
j p

[�
ij

i
= 0 . (6)
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2, both with elec-
tric charge eM = �1/2 and a scalar monopole M with
magnetic charge gM = �1. Let us now focus on the s-
wave partial amplitude involving in- and out- states with
total angular momentum J = 0. In this case the ampli-
tude splits into an incoming and and outgoing part, each
one depending only on the incoming/outgoing momenta
and with all spinor indices contracted (since J = 0). As
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Note that the sign on the pairwise spinors is flipped so as
to preserve their pairwise helicity under |] ! |i. However,
this expression vanishes by (6). There cannot be forward
scattering of fermions on a monopole in the lowest partial
wave.
Having established that there is no forward scatter-

ing for the Rubakov-Callan in-state, we now turn to
write down the only possible final state which respects
all SM quantum numbers, as well as the overall SU(4)
flavor symmetry. This out state involves the fermions
(ē)†, (d̄3)†. The corresponding outgoing part of the am-
plitude is
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It transforms correctly under the pairwise little group,
since qē,M = qd̄3,M = 1/2. Since this is the only possible
out state, we have a simple derivation of the Rubakov-
Callan amplitude
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with the required transformation rule ref. [8] defined
new spinor-helicity variables called “pairwise spinors,”
denoted by |p
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ij i, defined for each pair of particles in

the in or out state. For completeness, we repeat the
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tor and spinor spaces respectively. Finally, the pairwise
spinors have the important property that they align with
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2, both with elec-
tric charge eM = �1/2 and a scalar monopole M with
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ē
†
p
[�
ē†,M

i h
d̄
3†
p
[�
d̄3†,M

i
. (9)

It transforms correctly under the pairwise little group,
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write down the only possible final state which respects
all SM quantum numbers, as well as the overall SU(4)
flavor symmetry. This out state involves the fermions
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The overall cross section for the process satisfies the s-
wave unitarity bound, and so should be proportional to
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c where pc is the COM momentum. When taking
QCD confinement of the incoming quarks into account,
the incoming quarks are confined to within a distance
⇤�1 of each other, and the cross section becomesO(⇤�2).
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tween incoming and outgoing particles [8].
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Note that the sign on the pairwise spinors is flipped so as
to preserve their pairwise helicity under |] ! |i. However,
this expression vanishes by (6). There cannot be forward
scattering of fermions on a monopole in the lowest partial
wave.
Having established that there is no forward scatter-

ing for the Rubakov-Callan in-state, we now turn to
write down the only possible final state which respects
all SM quantum numbers, as well as the overall SU(4)
flavor symmetry. This out state involves the fermions
(ē)†, (d̄3)†. The corresponding outgoing part of the am-
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It transforms correctly under the pairwise little group,
since qē,M = qd̄3,M = 1/2. Since this is the only possible
out state, we have a simple derivation of the Rubakov-
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The overall cross section for the process satisfies the s-
wave unitarity bound, and so should be proportional to
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QCD confinement of the incoming quarks into account,
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ē†,M

i h
d̄
3†
p
[�
d̄3†,M

i
.(10)
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ū
1† + ū
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where Ã is the amplitude A times all of the single particle
little group transformations Di. To construct amplitudes
with the required transformation rule ref. [8] defined
new spinor-helicity variables called “pairwise spinors,”
denoted by |p
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The vanishing of these contractions plays a central role in
explaining the peculiarities of the Rubakov-Callan e↵ect.

To see the relation between pairwise helicity and the
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involving the massless fermions u
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2, both with elec-
tric charge eM = �1/2 and a scalar monopole M with
magnetic charge gM = �1. Let us now focus on the s-
wave partial amplitude involving in- and out- states with
total angular momentum J = 0. In this case the ampli-
tude splits into an incoming and and outgoing part, each
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and with all spinor indices contracted (since J = 0). As
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this expression vanishes by (6). There cannot be forward
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The overall cross section for the process satisfies the s-
wave unitarity bound, and so should be proportional to
4⇡p�2

c where pc is the COM momentum. When taking
QCD confinement of the incoming quarks into account,
the incoming quarks are confined to within a distance
⇤�1 of each other, and the cross section becomesO(⇤�2).

SOLVING A 40 YEAR OLD MYSTERY

When a positron, ē, scatters o↵ of a GUT monopole,
forward scattering is again forbidden by angular momen-
tum conservation, while the flavor symmetry constrains
the out state to have 3 (mod 4) fermions. The only possi-
ble out state with 3 fermions which conserves all quantum
numbers is:

ū
1† + ū

2† + d̄
3†
. (11)

However, Callan argued that this final state is impossi-
ble, since in the presence of the monopole, the d̄

3† can-
not exist in a one-particle outgoing partial wave with
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•  No allowed final states???? 

• Callan ’83: work in truncated 1+1D theory of J=0 
states 

• Suggests outgoing state 

• ``Fractional fermions” - semitons. Gauge quantum 
number only statistically conserved? 

Callan’s unitarity puzzle  

4

J = 0. Working in a truncated 2D theory including
only fermions in one-particle J = 0 waves which are
then bosonized to solitons, Callan found that the final
state consists of four semitons, or “half-particles”. For
the initial state of an ē he found the semitonic final state
1/2(e†+ ū

1†+ ū
2†+d

3). Since “half-particles” do not ex-
ist in the 4D theory Callan suggested the interpretation
that half the time one would produce a positron and half
the time one would produce a proton. These proposed
individual processes do not conserve SM gauge charges,
but would do so on average.

Analog 2D theories with an SO(8) global symmetry
have been analyzed by Maldacena and Ludwig [18] and
Boyle Smith and Tong [19]. These authors confirmed
that in the absence of additional gauge symmetries the
semiton description is correct, and can be understood via
SO(8) triality. However this does not answer the question
of what happens for the GUT monopole process where
the fermions have chiral non-Abelian charges that break
the SO(8) symmetry.

Sen [20] claimed that conservation laws ensure that
there are no monopole processes allowed with one fermion
in the initial state and three fermions in the final state.
If this were true then there would either have to be pro-
cesses with more fermions (3 mod 4) or a mechanism that
prevented single fermions from encountering a monopole.
However the conservation laws that Sen used are only
valid in the 2D truncated theory which leaves out the
possibility of entangling a fermion with the field angular
momentum produced by a di↵erent particle, so it is not
surprising that his analysis cannot produce the correct
final state.

Kitano and Matsudo [21] suggested that the semitons
should be identified in the 4D theory with a “pancake”
soliton: a domain wall bounded by a string. These pan-
cakes are supposed to be heretofore unknown asymptotic
states of the gauge theory. For this to be a consistent
interpretation in the massless fermion limit, the pancake
would also have to have arbitrarily small energies since
the incoming positron energy can be arbitrarily small.

Using the pairwise helicity formalism, we are able
for the first time to identify the correct final state for
positron-monopole scattering. This final state does, in
fact, consist of the fermions in (11), which conserve all of
the SM quantum numbers and respect the approximate
SU(4) flavor symmetry. The novelty here is that the final
state fermions are in fact entangled with the field angular
momentum arising from one of the other particles, which
allows them to be in an overall J = 0 state, even though
they are not in one-particle J = 0 states. The amplitude

for this process is
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i
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(12)

Note that we cannot arrange a similar cross-
entanglement when there are only two fermions in the fi-
nal state. Consider the static monopole limit, then in the
center of mass frame the two fermions emerge back-to-
back, and the flat momenta are also back-to-back along
this axis, thus exchanging the flat spinors so that they
are contracted with the opposite particle gives exactly
zero. For finite monopole masses there could be a con-
tribution that is suppressed by the monopole mass, but
this cannot saturate the unitarity bound. Also note that
truncating to 2D also forces all the momenta to be along a
single direction, so at least one exchange of flat momenta
will give a vanishing amplitude. Thus we can easily see
how the 2D truncation fails to capture the 4D physics.
In the static limit the three quarks are coplanar in the
center of momentum frame, so there is no obstruction to
entanglement in a 3D theory.

APPLICATIONS

Since cross sections that saturate partial wave unitar-
ity grow with the inverse of the initial momentum one
might naively expect that the positron scattering pro-
cess we have discussed would lead to an arbitrarily large
cross section for B-violation in GUT theories. We can see
however that the growth is cut o↵ at the QCD scale, as
happens for the Rubakov-Callan processes. Once the ini-
tial energy is below the sum of the monopole and proton
masses, the final state of three quarks cannot hadronize
into a proton. In the monopole rest frame the three quark
state will carry the initial momentum of the positron, and
once the separations of the quarks reaches the QCD scale
the quarks will be forced to travel in the same direction,
so two of the quarks will have their momentum flipped
by QCD interactions. Since QCD also breaks chirality,
their chirality can also be flipped and they can become in-
states for a second interaction with the monopole. Two
quarks scattering on the monopole produce an antiquark
and a lepton. The antiquark can annihilate with the
remaining quark to produce two photons or a lepton-
antilepton pair. Thus below the proton threshold there
is no B-violation, as we expect from energy conservation,
and the B-violating cross section is cut o↵ at the QCD
scale.



A possible resolution   

• The on-shell formalism suggests another possible 
simple resolution 

• Cannot have                                        since 

• But CAN have 

• While individual fermions NOT in J=0 state the total 
state is J=0 and can penetrate to the core  

• Such a state would be missing in the 1+1D effective 
description since that kept only the individual J=0 
states 
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2†+d

3). Since “half-particles” do not ex-
ist in the 4D theory Callan suggested the interpretation
that half the time one would produce a positron and half
the time one would produce a proton. These proposed
individual processes do not conserve SM gauge charges,
but would do so on average.

Analog 2D theories with an SO(8) global symmetry
have been analyzed by Maldacena and Ludwig [18] and
Boyle Smith and Tong [19]. These authors confirmed
that in the absence of additional gauge symmetries the
semiton description is correct, and can be understood via
SO(8) triality. However this does not answer the question
of what happens for the GUT monopole process where
the fermions have chiral non-Abelian charges that break
the SO(8) symmetry.

Sen [20] claimed that conservation laws ensure that
there are no monopole processes allowed with one fermion
in the initial state and three fermions in the final state.
If this were true then there would either have to be pro-
cesses with more fermions (3 mod 4) or a mechanism that
prevented single fermions from encountering a monopole.
However the conservation laws that Sen used are only
valid in the 2D truncated theory which leaves out the
possibility of entangling a fermion with the field angular
momentum produced by a di↵erent particle, so it is not
surprising that his analysis cannot produce the correct
final state.

Kitano and Matsudo [21] suggested that the semitons
should be identified in the 4D theory with a “pancake”
soliton: a domain wall bounded by a string. These pan-
cakes are supposed to be heretofore unknown asymptotic
states of the gauge theory. For this to be a consistent
interpretation in the massless fermion limit, the pancake
would also have to have arbitrarily small energies since
the incoming positron energy can be arbitrarily small.

Using the pairwise helicity formalism, we are able
for the first time to identify the correct final state for
positron-monopole scattering. This final state does, in
fact, consist of the fermions in (11), which conserve all of
the SM quantum numbers and respect the approximate
SU(4) flavor symmetry. The novelty here is that the final
state fermions are in fact entangled with the field angular
momentum arising from one of the other particles, which
allows them to be in an overall J = 0 state, even though
they are not in one-particle J = 0 states. The amplitude

for this process is

Aē /
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back, and the flat momenta are also back-to-back along
this axis, thus exchanging the flat spinors so that they
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masses, the final state of three quarks cannot hadronize
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states for a second interaction with the monopole. Two
quarks scattering on the monopole produce an antiquark
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A possible resolution   

• Our proposal:  

• Respects all gauge symmetries and SU(4)  

• No fractional fermions 

• B violating, saturates J=0 unitarity  

• Monopole creates entangled fermions  

• Is this the right dynamics? Open question 
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The dynamics of pairwise helicity   
• What is the dynamical origin of pairwise helicity? 

• Reason for unusual behavior: very soft photons can 
be exchanged even at large distance, interaction 
does not die out  

• To capture effect of soft photons, can prepare 
``dressed states” - Faddeev-Kulish dressing 

• Main idea of FK: used to show IR divergences of 
QED cancel 

• Asymptotic interaction 

• Since it doesn’t go to zero - modify interaction pic.  
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4 The Soft Photon Dressed States of Monopole QED

4.1 Dressed States in QED

The IR problem of QED and its solution via dressed states is a deep and rich topic in
QFT, and we will not attempt to review it in detail. For historical background and some
current developments, see [25–29] and references within. For the purposes of this paper,
we will focus on the Faddeev-Kulish [14] approach for the definition of soft-photon-dressed
asymptotic states, following earlier work in [30–35] (see also [23, 36]).

The main idea is the definition of the interaction-picture asymptotic potential

V
I
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The FK dressing   
• Include the asymptotic interaction into the states - 
``dressed states”  

• The S-matrix for these dressed states will be IR 
finite! 

•                                , need to subtract out Vas .  
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The FK dressing   

•  We repeated this for QEMD using Zwanziger’s 
Lagrangian - two potentials, but unusual kinetic term 
making sure only one physical photon 

• Relation between polarization vectors 

Is the usual Dyson S-matrix for QED. In short, we can calculate QED processes with the
usual Feynman rules for QED derived from SQED, as long as we use dressed states as
our asymptotic states. The result is guaranteed to be IR finite, with some subtleties that
were recently addressed more carefully [26–29]. In this paper we will be rather cavalier
with regards to these subtleties (e.g. using BRST instead of the Gupta-Bleuler condition),
as they are not critical for the derivation of the Lorentz transformation rule for dressed
charge-monopole states.

4.2 Quantum Electro-Magneto Dynamics

In this paper, we compute the IR dressing factors for QEMD. There are many formula-
tions of this theory—by Schwinger [37], Yan [38], Zwanziger [15, 39], and Blagojevic and
Sjevanovic [40], to name just a few. They were all shown to be equivalent—for example
in [41]. Here and below we use the local two-potential Lagrangian formulation due to
Zwanziger [15, 39].

The Lagrangian for this theory is given in terms of the redundant vector fields Aµ and
B

µ, to which the electric (magnetic) current je (jg) couples as

L
I
int = �

⇥
j
µ
eAµ + j

µ
gBµ

⇤
. (4.6)

Here the ”interaction picture" label I on L
I
int means that we should substitute in it the

mode expansions for the fields in the interaction picture. Though they seem to be separate
degrees of freedom, the fields Aµ and B

µ are constrained and related. This is most explicitly
expressed in their interaction picture mode expansions in terms of creation and annihilation
operators:

Aµ(x) =
X

�=±

Z
d
3
k

(2⇡)3
1

2!k

h
"
⇤�
µ (~k)a�(~k)e

ik·x + "
�
µ(~k)a

†
�(
~k)e�ik·x

i

Bµ(x) =
X

�=±

Z
d
3
k

(2⇡)3
1

2!k

h
e"⇤�µ (~k)a�(~k)e

ik·x + e"�µ(~k)a
†
�(
~k)e�ik·x

i
(4.7)

where
h
a�(~k), a

†
�0

⇣
~k
0
⌘i

= ���0(2⇡)3 (2!k) �
3
⇣
~k � ~k

0
⌘
. (4.8)

Here "�µ are the polarization vectors, "⌫�"
⇤
�0⌫ = ���0 , while e"aµ are the dual polarization vectors

satisfying

k[µe"�⇤
⌫] = ✏µ⌫

⇣
k, "

�⇤
�

⌘
. (4.9)

These can be taken to be [13, 42, 43]

e" �
µ = �Aµ⌫"

⌫ �
, Aµ⌫ ⌘

✏µ⌫(n, k)

n · k + i✏
, (4.10)
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Dressed states of QEMD   

•  We calculated the FK dressing factors of QEMD 

• We found:  

• Two steps:   
  

are the scalar charge density operators, and
Z

Dl p ⌘
d
3
p

(2⇡)3
⇢l(~p)

2!p
. (4.22)

The dressed electric-magnetic state in this case is

|p1, . . . , pf� = UQEMD |p1, . . . , pf i , (4.23)

with the dressing factor

UQEMD ⌘ T exp


�i

Z 1

�1
dt V

I
as ;QEMD(t)

�
= e

RFK e
i�FK

RFK = �i

Z 1

�1
dt V

I
as ;QEMD(t)

�FK =
i

2

Z 1

�1
dt1

Z t1

�1
dt2 [V I

as ;QEMD(t1), V
I
as ;QEMD(t2)] . (4.24)

Note that the lower limit t = �1 in the time integration of (4.24), which is different from
the choice of t = 0 in [28] (the lower limit is disregarded in the original Faddeev-Kulish
paper [14]). Our choice of t = �1 reflects the fact that our dressed multiparticle states
are defined independently of any S-matrix—they are simply a collection of plane waves for
particles 1, . . . , f embellished with all possible soft photons radiated from/between them.
Our choice of lower limit is completely consistent with the BRST condition of [26]. It would
be interesting to construct a full IR finite S-matrix given our choice of lower limit, and in
particular to study its interplay with asymptotic symmetries in the spirit of [29, 44].

5 Dressed States as Pairwise States

In this section we derive one of the main results of this paper, namely that the dressed states
defined in the previous section transform under Lorentz in the same way as the pairwise
states from Section 3. In other words, we want to show that for any Lorentz transformation
⇤

U [⇤] |p1, . . . , pf� = e
i�LG |⇤p1, . . . ,⇤pf� , (5.1)

where �LG ⌘
P

l<m qlm'LG(pl, pm,⇤) and 'LG is the pairwise little group phase defined in
Section 3. Note that the unitary representation U [⇤] in the above equation is no longer our
choice, but is actually uniquely defined by the action of our theory, two potential QEMD
[15]. In particular, for an infinitesimal Lorentz transformation ⇤µ

⌫ = exp(�⌧!µ
⌫ ), its unitary

representation is given by

U [⇤] = exp


i

2
�⌧ M

µ⌫
!⌫µ

�
, (5.2)
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where M
µ⌫ is the Noether generator of Lorentz transformations in QEMD, whose explicit

expression is given below. Substituting the infinitesimal transformation (5.2) in (5.1) and
presenting the dressing explicitly, we have

exp


i

2
�⌧ M

µ⌫
!⌫µ

�
e
RFK e

i�FK |p1, . . . , pf i = e
i�LG e

RFK e
i�FK |⇤p1, . . . ,⇤pf i . (5.3)

As we shall see below, the phase factor �FK evaluates to a c-number when acting on the
multiparticle state to its right, and so we can commute it freely. Rearranging, we have

e
�RFK exp


i

2
�⌧ M

µ⌫
!⌫µ

�
e
RFK e

�i��FK |p1, . . . , pf i = e
i�LG |⇤p1, . . . ,⇤pf i , (5.4)

where ��FK = �FK |⇤p ��FK |p. We proceed by expanding both sides to leading order in
�⌧ . For future reference we define

��FK ⌘
�⌧

2
!µ⌫ ��µ⌫

FK +O(�⌧2) . (5.5)

We then have

�
e
�RFKM

µ⌫
e
RFK ���µ⌫

FK

 
|p1, . . . , pf i = �µ⌫

LG |p1, . . . , pf i , (5.6)

where �µ⌫
LG is given in (3.14). We will now prove (5.6) by explicit calculation, using the

explicit expressions for RFK , ��FK and M
µ⌫ in QEMD. As a first step we can use the

Baker-Campbell-Hausdorff lemma on the left hand side,
⇢
[Mµ⌫

, RFK ] +
1

2
[[Mµ⌫

, RFK ] , RFK ]���µ⌫
FK

�
|p1, . . . , pf i = �µ⌫

LG |p1, . . . , pf i .

(5.7)

Note that higher commutators in the expansion vanish since the second commutator is
already a c-number. We now turn to calculate the left hand side of this equation. We begin
by evaluating �'FK , and later recall the expression for Mµ⌫ and calculate its commutators
with RFK .

5.1 Calculating ��µ⌫
FK

To calculate the shift ��µ⌫
FK in the dressing phase following an infinitesimal Lorentz trans-

formation, we first need an expression for �FK . As a first step to calculating �FK , we

– 13 –



Dressed states of QEMD   

•  Need both phase and real part of FK dressing! 

• After heroic efforts: 

• Angular mom. commutator:  

• Sum exactly gives required pairwise LG 
transformation   

  

Note that while Eq. (5.21) was naively log divergent, �I⇤⇤ is finite, a sign that the final
answer is not sensitive to UV photons, as expected. The resulting shift in the Faddeev-
Kulish phase is then

�'FK(p1, p2, n) = 2 arccos
⇥
✏̂(p1, p2,⇤

�1
n) · ✏̂(p1, p2, n)

⇤
. (5.27)

But this is exactly twice the little group phase 'LG in (3.9). Consequently, we have

��µ⌫
FK =

X

l<m

qlm�'
µ⌫
FK;lm = 2

X

l<m

qlm '
µ⌫
LG;lm = �2�µ⌫

LG , (5.28)

where the minus sign is a consequence of (3.13). This already gives a part of the required
contribution on the left hand side of (5.7). The other half comes from the commutators of
the Lorentz generator M

µ⌫ , which we now define.

5.2 The Angular Momentum Operator in Two-Potential QEMD

The energy momentum tensor in two-potential QEMD is given by [15]:

✓
µ⌫ = ✓

µ⌫
EM + ✓

µ⌫
',A + ✓
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',B + ✓
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g.f. � n
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covariant derivatives. In the quantum theory, ✓

µ⌫ is promoted to an operator acting on
multiparticle quantum states. We will not need an explicit expression for the gauge fixing
term ✓
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g.f., and we refer the reader to [15] for its explicit form. We can choose our physical

Hilbert space such that the last term vanishes as an operator on all physical states. In
this case ✓

µ⌫ is a symmetric operator and implies conserved angular momentum (Lorentz)
operators. Specifically, we have
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Note that while Eq. (5.21) was naively log divergent, �I⇤⇤ is finite, a sign that the final
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appendix B.4, and get the retarded field strength
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2. Similarly,
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. (5.40)

Substituting in (5.37) and keeping only O(elgm) terms (the O(e2l , g
2
l ) terms vanish by

symmetry), we have
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The integral Iµ⌫
EM is also calculated explicitly in appendix B.5. The result is

I
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and so we have
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Summing up the contributions (5.36) and (5.43), we arrive at

[Mµ⌫
, RFK ] +

1

2
[[Mµ⌫

, RFK ] , RFK ] =
X

l<m

qlm

ZZ
Dl paDm pb

"
n
[µ
✏
⌫] (pa, pb, n)

✏2(pa, pb, n)

#
,

(5.44)

and so
⇢
[Mµ⌫

, RFK ] +
1

2
[[Mµ⌫

, RFK ] , RFK ]

�
|p1, . . . , pf i = ��µ⌫

LG |p1, . . . , pf i . (5.45)

Gathering this contribution and the one from ��µ⌫
FK , we finally arrive at (5.7) as required.

This completes our proof that the dressed states of QEMD transform with exactly the same
pairwise little group phase as the pairwise states defined in Section 3.
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where M
µ⌫ is the Noether generator of Lorentz transformations in QEMD, whose explicit

expression is given below. Substituting the infinitesimal transformation (5.2) in (5.1) and
presenting the dressing explicitly, we have

exp


i

2
�⌧ M

µ⌫
!⌫µ

�
e
RFK e
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RFK e
i�FK |⇤p1, . . . ,⇤pf i . (5.3)

As we shall see below, the phase factor �FK evaluates to a c-number when acting on the
multiparticle state to its right, and so we can commute it freely. Rearranging, we have

e
�RFK exp
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where ��FK = �FK |⇤p ��FK |p. We proceed by expanding both sides to leading order in
�⌧ . For future reference we define
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2
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We then have
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LG |p1, . . . , pf i , (5.6)

where �µ⌫
LG is given in (3.14). We will now prove (5.6) by explicit calculation, using the

explicit expressions for RFK , ��FK and M
µ⌫ in QEMD. As a first step we can use the

Baker-Campbell-Hausdorff lemma on the left hand side,
⇢
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1

2
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, RFK ] , RFK ]���µ⌫
FK

�
|p1, . . . , pf i = �µ⌫

LG |p1, . . . , pf i .

(5.7)

Note that higher commutators in the expansion vanish since the second commutator is
already a c-number. We now turn to calculate the left hand side of this equation. We begin
by evaluating �'FK , and later recall the expression for Mµ⌫ and calculate its commutators
with RFK .

5.1 Calculating ��µ⌫
FK

To calculate the shift ��µ⌫
FK in the dressing phase following an infinitesimal Lorentz trans-

formation, we first need an expression for �FK . As a first step to calculating �FK , we
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The calculation of 𝝙𝝫FK   

•    

• Evaluating the commutators:  

• Almost usual Feynman integral but unusual 
propagator due to magnetic photon   

  

    

bring (4.24) to a form more fit for Feynman integration in the following way
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where tmax = max(t1, t2), tmin = min(t1, t2). To explicitly evaluate the commutator in
(5.8) we need to evaluate polarization sums coming from the mode expansions (4.7). Spe-
cializing to quantum states that satisfy the free Gupta-Bleuler condition k
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✏µ⌫(n, k)

n · k + i✏
, (5.9)

this form of the magnetic propagator is unique up to gauge transformations which rotate
n and could also change the ✏ prescription on the spurious n · k pole. An alternative ✏
prescription, where (n · k + i✏)�1

!
1
2

⇥
(n · k + i✏)�1 + (n · k � i✏)�1

⇤
, is equivalent to a

two-sided Dirac string, and does not change the results derived in this paper.
The expression (5.8) then evaluates to
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12(a, b) = t1aµ
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t2bµ

!b
, qlm = (elgm � emgl)/4⇡, and p3 = n. By a change of

integration variables, it’s easy to see that
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Dl paDm pb ['FK(pa, pb, n)] . (5.11)

where

'FK(p1, p2, p3) = 4⇡ Im [I(p1, p2, p3)� I(�p1, p2, p3)� I(p1,�p2, p3) + I(�p1,�p2, p3)]
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(k2 + i✏)(p1 · k � i✏)(p2 · k + i✏)(p3 · k + i✏)
. (5.12)

In complete agreement with the calculation [5] of soft-photon resummation using the Wein-
berg formalism [45]. Note that it is this integral that contains the topological linking number
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integration variables, it’s easy to see that

�FK =
X
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where
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4
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In complete agreement with the calculation [5] of soft-photon resummation using the Wein-
berg formalism [45]. Note that it is this integral that contains the topological linking number
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Dirac quantization from geometric phase   

• Lagrangian depends on Dirac string. Rotate Dirac 
string adiabatically  

• Rotation of dressed states:  

• Berry phase:  

• Demanding overall phase either fermion or boson: 
Dirac quantization                   from purely QFT   

6 The Geometric Phase of Dressed-Pairwise States

In the previous sections we proved that the transformation law for pairwise multiparticle
states (3.1) coincides with the one for the dressed multiparticle states of QEMD, (4.23).
In this section we elaborate more on the geometric aspects of this correspondence. A key
element in our derivation of both the pairwise states and the dressed states was the emer-
gence of a geometric phase, or Berry phase. This shouldn’t come as a surprise, since after
all the Aharonov-Bohm phase [2] for a charge encircling a magnetic flux is a quintessential
example of a geometric phase.

To see the geometric phase for the pairwise/dressed states, consider a rotation of the
Dirac string,

n
µ(⌧) = exp [⌧!]µ⌫ n

⌫
0 , (6.1)

where ⌧ parametrizes the amount of rotation. As the Dirac string rotates, we have

|p1, . . . , pf�n(⌧+�⌧) = e
� i�⌧

2 !µ⌫�
µ⌫
LG |p1, . . . , pf�n(⌧) , (6.2)

where �µ⌫
LG is given in (3.14). Consequently

d

d⌧
|p1, . . . , pf� = �

i

2
!µ⌫�

µ⌫
LG |p1, . . . , pf� . (6.3)

The geometric phase of the system is then given by [4]

�Berry = i

Z 2⇡

0
d⌧ �p1, . . . , pf | d

d⌧
|p1, . . . , pf� = !µ⌫

2

Z 2⇡

0
d⌧ �µ⌫

LG

=
X

l<m

qlm

Z 2⇡

0
d⌧

⌧lm n
µ(⌧)!µ⌫✏

⌫ [pl, pm, n(⌧)]

✏2 [pl, pm, n(⌧)]

=
X

l<m

qlm

Z 2⇡

0
d⌧

⌧lm n
µ
0!µ⌫✏

⌫ [pl(⌧), pm(⌧), n0]

✏2 [pl(⌧), pm(⌧), n0]

(6.4)

where pi(⌧) = exp [�⌧!]µ⌫ p
⌫
i . Straightforward integration gives

�Berry = ±2⇡
X

l<m

qlm . (6.5)

We see that the system indeed has a geometric phase related to a rotation of the Dirac string,
or conversely an inverse rotation of the momenta. To reproduce Dirac quantization, note
that a geometric phase of 2n⇡ means that our multiparticle state is bosonic, while a phase
of (2n + 1)⇡ means that our state is fermionic. Demanding that the overall multiparticle
state is either a boson or a fermion, we get Dirac quantization, qlm = n/2. Interestingly, the
geometric phase is independent of the direction of the string even if Dirac quantization does
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Summary 
• Pairwise LG provides novel multi-particle states that 

are not direct products 

• Key ingredient to solving magnetic scattering 

• Pairwise spinor-helicity new building block  

• Can construct all 3pt S-matrix elements, fix angular 
dependence of 2→2 scattering 

• Obtain helicity flip, monopole harmonics, Rubakov-
Callan, novel resolution to semiton puzzle  

• Dynamical origin as dressed states, gives novel 
QFT derivation of Dirac quantization





BACKUP



The NRQM lesson 

• Hamiltonian:  

• Monopole background 

• Naive                       does NOT satisfy  

• Correct expression: 

• Contribution from angular momentum in field shows 
up here as well   

orientation) this term does not vanish no matter how far the charge and the monopole
are separated, hence the direct product of two single-particle states never captures this
additional contribution to the angular momentum. The third point will be elaborated
below once we consider the LG transformation of the magnetic S-matrix.

2.1 Electric-Magnetic angular momentum: the NRQM case

Before jumping into our main topic, which is the representation of the Poincaré group and
quantization of theories with magnetic charges, let us briefly remark on the NRQM case.
Rather than defining the non-relativistic S-matrix in full generality, we show here how the
conserved angular momentum operator ~L is modified in the presence of magnetic charges
[25].

The Hamiltonian of a charged particle in the background field of a stationary monopole
is given by

H = �
1

2m

⇣
~r� ie ~A

⌘2
+ V (r) = �

1

2m
~D2 + V (r) (2.5)

where ~D = ~r � ie ~A and ~A is the vector potential for the monopole, defined most conve-
niently using two coordinate-patches in [26]. Specifically, with the monopole at the origin,
A� = ±g

r sin ✓ (1⌥ cos ✓) on each of the patches, usually chosen to be the upper (lower) hemi-
sphere in the monopole rest frame. One can easily check that the usual particle definition
of the angular momentum ~L = �i~r ⇥ ~D does not satisfy the angular momentum algebra

[Li, Lj ] = i✏ijkLk (2.6)
[Li, H] = 0 . (2.7)

This algebra, however, is satisfied once the angular momentum operator is generalized to
include a term that depends both on electric and magnetic charges

~L = �i~r ⇥ ~D � egr̂ = m~r ⇥ ~̇r � egr̂ (2.8)

where r̂ = ~r/r is a unit vector pointing radially outward and we used the Heisenberg
equation of motion ~̇r = �i ~D/m in the second equality. Hence for a charged particle moving
in a monopole background, angular momentum must be supplemented with an additional
term proportional to q corresponding to the contribution of the EM field. Importantly, the
contribution of the EM field, as well as the total angular momentum, is non-vanishing even
when ~̇r = 0 (i.e. in a situation where both the charged particle and the monopole are at
rest).

This expression can be generalized to a quantum field theory in the the case of a
‘t Hooft-Polyakov monopole background. The ’t Hooft-Polyakov monopole solution in an
SU(2) gauge theory is not invariant either under spatial rotations or gauge transformations,
however, it is invariant under a combined transformation generated by ~L + ~⌧

2 (recall that
the solution for the scalar field is �cl / ⌧ar̂a). For a particle of spin S in a representation
R of SU(2) and moving in the monopole background, the conserved angular momentum is
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k = (E, 0, 0, E). The little group is then defined as the
subgroup of Lorentz transformations that leaves k invari-
ant — which is U(1) (or more precisely ISO(2)) for mass-
less particles and SU(2) for massive ones. The label �
then serves to fix the transformation of |k,�i under the
little group. For example, for massive particles, � stands
for both total spin, s, and the z component of the spin,
sz, and so for all W 2 SU(2),

U(W ) |k ; s, sz i = Ds
s0zsz

(W ) |k ; s, s0z i , (2)

where Ds
s0zsz

(W ) is the spin s representation of the SU(2)
little group. For massless particles, � stands for he-
licity h, and the little group transformation is just a
phase eih�, where � is the U(1) rotation angle. To ob-
tain the quantum states in a di↵erent reference frame,
we first define a Lorentz transformation Lp such that
p = Lpk. The corresponding quantum state is then de-
fined as |p ; �i ⌘ U(Lp) |k ; �i. The transformation rule
for |p ; �i is then completely fixed by � as follows,

U(⇤) |p ; �i = U(L⇤p)U(W ) |k ; �i , (3)

where W = L�1
⇤p⇤Lp takes k ! k and so is always a little

group transformation. Consequently,

U(⇤) |p ; �i = D�0�(W ) |⇤p ; �0i , (4)

where D�0� stands for either Ds
s0zsz

for massive parti-

cles or eih� for massless particles. Once the one-particle
states are obtained, one can clearly form multi-particle
states by considering the direct product of these states.
Surprisingly, these are neither the most general multi-
particle representations of the Poincaré group, nor are
they the only ones useful for particle physics. To con-
struct more general n-particle representations, we first
consider products of 2n � 1 Poincaré groups, and only
later focus on their diagonal subgroup, which is our phys-
ical Poincaré group. Our construction is inspired by the
little-group approach to forming on-shell scattering am-
plitudes, where one initially assigns independent helic-
ity/spin quantum numbers for each spinor-helicity vari-
able, and only at the last step requires that all of these
helicities actually describe the transformation under a
common (diagonal) Lorentz group.

For simplicity, we first focus on the construction of
two particles, later generalizing to an arbitrary number
of particles. For a pair of particles 1 and 2 we consider
representations of the product group P1⇥P2⇥ P̃12 where
each of these P ’s is a separate copy of the Poincaré group.
While P̃12 may itself be thought of as a diagonal subgroup
of P̃1 ⇥ P̃2, it will act on a pair of momenta (p̃1, p̃2)
which at this stage are distinct from momenta p1 and
p2 corresponding to P1 and P2 respectively. Hence we
consider a direct product of two one-particle states and
another quantum state, corresponding to the momentum
pair (p̃1, p̃2),

|p1, p2, (p̃1, p̃2) ; � i ⌘ |p1 ; �1i⌦ |p2 ; �2i⌦ |(p̃1, p̃2) ; q12i .
(5)

Here �i characterizes all other non-momentum related
quantum numbers while q12 is an extra quantum number
associated with the particle pair. Below we will iden-
tify this quantum number explicitly as pairwise helicity.
Similarly to the single particle case, we can again define
the relevant reference momenta. For the single particle
momenta corresponding to p1, p2, we can choose k1, k2
defined exactly as in the single particle case. To define
the reference momenta (k̃1, k̃2) corresponding to the pair
(p̃1, p̃2), we go to the pairs COM frame, aligned such the
two particles are both moving along the z-axis. In this
frame we have

k̃1 = (Ẽ1, 0, 0, p̃c), k̃2 = (Ẽ2, 0, 0,�p̃c) (6)

where Ẽ1,2 =
q

m2
1,2 + p̃2c and p̃c is the Lorentz-invariant

COM momentum. The corresponding Lorentz transfor-
mations are then

p1 = L1
p1
k1, p2 = L2

p2
k2,

(p̃1 , p̃2) =
⇣
L̃12
p̃1, p̃2

k̃1 , L̃12
p̃1, p̃2

k̃2
⌘

. (7)

Note that unlike the single particle Lorentz transforma-
tions, L̃12

p̃1, p̃2
takes k̃1 ! p̃1 and k̃2 ! p̃2. This property

uniquely determines it, up to a U(1) rotation. A generic
state is defined by

|p1, p2, (p̃1, p̃2) ; �i ⌘
�
U(L1

p1
) |k1 ; �1i

�
⌦

�
U(L2

p2
) |k2 ; �2i

�
⌦

⇣
U(L̃12

p̃1, p̃2
) |(k̃1, k̃2) ; q12i

⌘
.

We can now proceed as Wigner did for the one-particle
states by finding the representation of Lorentz transfor-

mations of the form ⇤ ⌘
⇣
⇤1,⇤2, ⇤̃12

⌘
2 P1 ⇥ P2 ⇥ P̃12

on this state

U(⇤) |p1, p2, (p̃1, p̃2),�i =
�
D�0

1�1
(W1) |⇤1 p1 ; �

0
1i
�
⌦
�
D�0

2�2
(W2) |⇤2 p2 ; �

0
2i
�
⌦

⇣
U(L̃⇤̃12p̃1, ⇤̃12p̃2

)U(W̃12) |(p̃1, p̃2) ; q12i
⌘
, (8)

where

Wi ⌘
�
Li
⇤ipi

��1
⇤iL

i
pi

W̃12 ⌘ L̃�1
⇤̃12 p̃1, ⇤̃12p̃2

⇤̃12 L̃p̃1, p̃2 . (9)

The Wi are just single particle LG transformations, while
W̃12 preserves both k̃1 and k̃2 and so is a U(1) pair-
wise LG transformation. Defining a rotation angle by
Rz(�̃12) ⌘ W̃12, we then have
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where Ẽ1,2 =
q

m2
1,2 + p̃2c and p̃c is the Lorentz-invariant

COM momentum. The corresponding Lorentz transfor-
mations are then

p1 = L1
p1
k1, p2 = L2

p2
k2,

(p̃1 , p̃2) =
⇣
L̃12
p̃1, p̃2

k̃1 , L̃12
p̃1, p̃2

k̃2
⌘

. (7)

Note that unlike the single particle Lorentz transforma-
tions, L̃12

p̃1, p̃2
takes k̃1 ! p̃1 and k̃2 ! p̃2. This property

uniquely determines it, up to a U(1) rotation. A generic
state is defined by

|p1, p2, (p̃1, p̃2) ; �i ⌘
�
U(L1

p1
) |k1 ; �1i

�
⌦

�
U(L2

p2
) |k2 ; �2i

�
⌦

⇣
U(L̃12

p̃1, p̃2
) |(k̃1, k̃2) ; q12i

⌘
.

We can now proceed as Wigner did for the one-particle
states by finding the representation of Lorentz transfor-

mations of the form ⇤ ⌘
⇣
⇤1,⇤2, ⇤̃12

⌘
2 P1 ⇥ P2 ⇥ P̃12

on this state

U(⇤) |p1, p2, (p̃1, p̃2),�i =
�
D�0

1�1
(W1) |⇤1 p1 ; �

0
1i
�
⌦
�
D�0

2�2
(W2) |⇤2 p2 ; �

0
2i
�
⌦

⇣
U(L̃⇤̃12p̃1, ⇤̃12p̃2

)U(W̃12) |(p̃1, p̃2) ; q12i
⌘
, (8)

where

Wi ⌘
�
Li
⇤ipi

��1
⇤iL

i
pi

W̃12 ⌘ L̃�1
⇤̃12 p̃1, ⇤̃12p̃2

⇤̃12 L̃p̃1, p̃2 . (9)

The Wi are just single particle LG transformations, while
W̃12 preserves both k̃1 and k̃2 and so is a U(1) pair-
wise LG transformation. Defining a rotation angle by
Rz(�̃12) ⌘ W̃12, we then have

2

k = (E, 0, 0, E). The little group is then defined as the
subgroup of Lorentz transformations that leaves k invari-
ant — which is U(1) (or more precisely ISO(2)) for mass-
less particles and SU(2) for massive ones. The label �
then serves to fix the transformation of |k,�i under the
little group. For example, for massive particles, � stands
for both total spin, s, and the z component of the spin,
sz, and so for all W 2 SU(2),

U(W ) |k ; s, sz i = Ds
s0zsz

(W ) |k ; s, s0z i , (2)

where Ds
s0zsz

(W ) is the spin s representation of the SU(2)
little group. For massless particles, � stands for he-
licity h, and the little group transformation is just a
phase eih�, where � is the U(1) rotation angle. To ob-
tain the quantum states in a di↵erent reference frame,
we first define a Lorentz transformation Lp such that
p = Lpk. The corresponding quantum state is then de-
fined as |p ; �i ⌘ U(Lp) |k ; �i. The transformation rule
for |p ; �i is then completely fixed by � as follows,

U(⇤) |p ; �i = U(L⇤p)U(W ) |k ; �i , (3)

where W = L�1
⇤p⇤Lp takes k ! k and so is always a little

group transformation. Consequently,

U(⇤) |p ; �i = D�0�(W ) |⇤p ; �0i , (4)

where D�0� stands for either Ds
s0zsz

for massive parti-

cles or eih� for massless particles. Once the one-particle
states are obtained, one can clearly form multi-particle
states by considering the direct product of these states.
Surprisingly, these are neither the most general multi-
particle representations of the Poincaré group, nor are
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consider products of 2n � 1 Poincaré groups, and only
later focus on their diagonal subgroup, which is our phys-
ical Poincaré group. Our construction is inspired by the
little-group approach to forming on-shell scattering am-
plitudes, where one initially assigns independent helic-
ity/spin quantum numbers for each spinor-helicity vari-
able, and only at the last step requires that all of these
helicities actually describe the transformation under a
common (diagonal) Lorentz group.

For simplicity, we first focus on the construction of
two particles, later generalizing to an arbitrary number
of particles. For a pair of particles 1 and 2 we consider
representations of the product group P1⇥P2⇥ P̃12 where
each of these P ’s is a separate copy of the Poincaré group.
While P̃12 may itself be thought of as a diagonal subgroup
of P̃1 ⇥ P̃2, it will act on a pair of momenta (p̃1, p̃2)
which at this stage are distinct from momenta p1 and
p2 corresponding to P1 and P2 respectively. Hence we
consider a direct product of two one-particle states and
another quantum state, corresponding to the momentum
pair (p̃1, p̃2),

|p1, p2, (p̃1, p̃2) ; � i ⌘ |p1 ; �1i⌦ |p2 ; �2i⌦ |(p̃1, p̃2) ; q12i .
(5)

Here �i characterizes all other non-momentum related
quantum numbers while q12 is an extra quantum number
associated with the particle pair. Below we will iden-
tify this quantum number explicitly as pairwise helicity.
Similarly to the single particle case, we can again define
the relevant reference momenta. For the single particle
momenta corresponding to p1, p2, we can choose k1, k2
defined exactly as in the single particle case. To define
the reference momenta (k̃1, k̃2) corresponding to the pair
(p̃1, p̃2), we go to the pairs COM frame, aligned such the
two particles are both moving along the z-axis. In this
frame we have
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We can now proceed as Wigner did for the one-particle
states by finding the representation of Lorentz transfor-

mations of the form ⇤ ⌘
⇣
⇤1,⇤2, ⇤̃12

⌘
2 P1 ⇥ P2 ⇥ P̃12

on this state

U(⇤) |p1, p2, (p̃1, p̃2),�i =
�
D�0

1�1
(W1) |⇤1 p1 ; �

0
1i
�
⌦
�
D�0

2�2
(W2) |⇤2 p2 ; �

0
2i
�
⌦

⇣
U(L̃⇤̃12p̃1, ⇤̃12p̃2

)U(W̃12) |(p̃1, p̃2) ; q12i
⌘
, (8)

where

Wi ⌘
�
Li
⇤ipi

��1
⇤iL

i
pi

W̃12 ⌘ L̃�1
⇤̃12 p̃1, ⇤̃12p̃2

⇤̃12 L̃p̃1, p̃2 . (9)

The Wi are just single particle LG transformations, while
W̃12 preserves both k̃1 and k̃2 and so is a U(1) pair-
wise LG transformation. Defining a rotation angle by
Rz(�̃12) ⌘ W̃12, we then have

2

k = (E, 0, 0, E). The little group is then defined as the
subgroup of Lorentz transformations that leaves k invari-
ant — which is U(1) (or more precisely ISO(2)) for mass-
less particles and SU(2) for massive ones. The label �
then serves to fix the transformation of |k,�i under the
little group. For example, for massive particles, � stands
for both total spin, s, and the z component of the spin,
sz, and so for all W 2 SU(2),

U(W ) |k ; s, sz i = Ds
s0zsz

(W ) |k ; s, s0z i , (2)

where Ds
s0zsz

(W ) is the spin s representation of the SU(2)
little group. For massless particles, � stands for he-
licity h, and the little group transformation is just a
phase eih�, where � is the U(1) rotation angle. To ob-
tain the quantum states in a di↵erent reference frame,
we first define a Lorentz transformation Lp such that
p = Lpk. The corresponding quantum state is then de-
fined as |p ; �i ⌘ U(Lp) |k ; �i. The transformation rule
for |p ; �i is then completely fixed by � as follows,

U(⇤) |p ; �i = U(L⇤p)U(W ) |k ; �i , (3)

where W = L�1
⇤p⇤Lp takes k ! k and so is always a little

group transformation. Consequently,

U(⇤) |p ; �i = D�0�(W ) |⇤p ; �0i , (4)

where D�0� stands for either Ds
s0zsz

for massive parti-

cles or eih� for massless particles. Once the one-particle
states are obtained, one can clearly form multi-particle
states by considering the direct product of these states.
Surprisingly, these are neither the most general multi-
particle representations of the Poincaré group, nor are
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ical Poincaré group. Our construction is inspired by the
little-group approach to forming on-shell scattering am-
plitudes, where one initially assigns independent helic-
ity/spin quantum numbers for each spinor-helicity vari-
able, and only at the last step requires that all of these
helicities actually describe the transformation under a
common (diagonal) Lorentz group.

For simplicity, we first focus on the construction of
two particles, later generalizing to an arbitrary number
of particles. For a pair of particles 1 and 2 we consider
representations of the product group P1⇥P2⇥ P̃12 where
each of these P ’s is a separate copy of the Poincaré group.
While P̃12 may itself be thought of as a diagonal subgroup
of P̃1 ⇥ P̃2, it will act on a pair of momenta (p̃1, p̃2)
which at this stage are distinct from momenta p1 and
p2 corresponding to P1 and P2 respectively. Hence we
consider a direct product of two one-particle states and
another quantum state, corresponding to the momentum
pair (p̃1, p̃2),

|p1, p2, (p̃1, p̃2) ; � i ⌘ |p1 ; �1i⌦ |p2 ; �2i⌦ |(p̃1, p̃2) ; q12i .
(5)

Here �i characterizes all other non-momentum related
quantum numbers while q12 is an extra quantum number
associated with the particle pair. Below we will iden-
tify this quantum number explicitly as pairwise helicity.
Similarly to the single particle case, we can again define
the relevant reference momenta. For the single particle
momenta corresponding to p1, p2, we can choose k1, k2
defined exactly as in the single particle case. To define
the reference momenta (k̃1, k̃2) corresponding to the pair
(p̃1, p̃2), we go to the pairs COM frame, aligned such the
two particles are both moving along the z-axis. In this
frame we have
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they the only ones useful for particle physics. To con-
struct more general n-particle representations, we first
consider products of 2n � 1 Poincaré groups, and only
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ical Poincaré group. Our construction is inspired by the
little-group approach to forming on-shell scattering am-
plitudes, where one initially assigns independent helic-
ity/spin quantum numbers for each spinor-helicity vari-
able, and only at the last step requires that all of these
helicities actually describe the transformation under a
common (diagonal) Lorentz group.

For simplicity, we first focus on the construction of
two particles, later generalizing to an arbitrary number
of particles. For a pair of particles 1 and 2 we consider
representations of the product group P1⇥P2⇥ P̃12 where
each of these P ’s is a separate copy of the Poincaré group.
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While P̃12 may itself be thought of as a diagonal subgroup
of P̃1 ⇥ P̃2, it will act on a pair of momenta (p̃1, p̃2)
which at this stage are distinct from momenta p1 and
p2 corresponding to P1 and P2 respectively. Hence we
consider a direct product of two one-particle states and
another quantum state, corresponding to the momentum
pair (p̃1, p̃2),

|p1, p2, (p̃1, p̃2) ; � i ⌘ |p1 ; �1i⌦ |p2 ; �2i⌦ |(p̃1, p̃2) ; q12i .
(5)

Here �i characterizes all other non-momentum related
quantum numbers while q12 is an extra quantum number
associated with the particle pair. Below we will iden-
tify this quantum number explicitly as pairwise helicity.
Similarly to the single particle case, we can again define
the relevant reference momenta. For the single particle
momenta corresponding to p1, p2, we can choose k1, k2
defined exactly as in the single particle case. To define
the reference momenta (k̃1, k̃2) corresponding to the pair
(p̃1, p̃2), we go to the pairs COM frame, aligned such the
two particles are both moving along the z-axis. In this
frame we have
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U(⇤) |p1, p2, (p̃1, p̃2) ; �i = eiq12�̃12 ·

D�0
1�1

(W1)D�0
2�2

(W2) |⇤1 p1,⇤2 p2, (⇤̃12 p̃1, ⇤̃12 p̃2) ; �i .
(10)

One can clearly see that (10) furnishes a proper repre-
sentation of the product group P1 ⇥ P2 ⇥ P12, satisfying
all the group product relations by construction. How-
ever at this point we still have three separate copies of
the Poincaré group, and all the momenta p1, p2, p̃1, p̃2
are independent. We can now perform a projection onto
the physical states, where p1 = p̃1, p2 = p̃2 and restrict
our representation to the diagonal subgroup. Now con-
sider the generators of the diagonal subgroup: Pµ

D =
a (Pµ

1 + Pµ
2 + Pµ

12) and Jµ⌫
D = b (Jµ⌫

1 + Jµ⌫
2 + Jµ⌫

12 ). One
can then easily show that the Lie algebra commutators
[PD, PD] and [JD, JD] give the correct results for any
choices of a and b. However, the commutator [PD, JD]
requires b = 1. This freedom allows us to choose a = 1

2
(corresponding to rescaling positions by a factor of 2) so
that the resulting two-particle state carries the desired
momentum:

Pµ
D |p1, p2,�1,�2, q12i = (p1 + p2)

µ |p1, p2,�1,�2, q12i.
(11)

The transformation of a physical two-particle state is
then given by

U(⇤) |p1, p2 ; �1,�2 ; q12i =

eiq12�̃12 D�0
1�1

(W1)D�0
2�2

(W2) |⇤p1,⇤p2 ; �0
1,�

0
2 ; q12i ,

(12)

with Wi, W̃12 given by Eq. 9 with ⇤i = ⇤̃12 ⌘ ⇤.

The only remaining task is to check that the action
of the unitary operators U(⇤) on physical states takes
us back to physical states, that is, the projection is pre-
served under the group transformation. This is obvi-
ous from the fact that on the physical states the ac-
tion of the diagonal Poincaré group is p1, p2, (p1, p2) !
⇤p1,⇤p2, (⇤p1,⇤p2) hence we clearly remain in the sub-
space of physical states. Thus we have constructed two-
particle representations of the Poincaré group, which re-
duce to the usual direct product states when q12 = 0.
On the other hand, for q12 = 1, j1 = j2 = 0 we re-
produce Zwanziger’s 2-scalar dyon states. Eq. (12) with
q12 a half-integer provides the transformation law for the
generic 2-particle case. The generalization to n particles
is now straightforward. We start with a direct product
of 2n � 1 copies

P1 ⇥ . . .⇥ Pn ⇥ P12 ⇥ . . .⇥ Pn�1,n ⇥
P123 ⇥ . . .⇥ Pn�2,n�1,n ⇥ . . .⇥ P123...n (13)

of the Poincaré group with each factor Pi1...ik represented
on independent k-tuple of momenta. However, in 4D, all
k-tuple LGs are trivial for k > 2, and so our product
group can be represented on states involving only pair-
wise momenta:

|p1, . . . , pn ; (p̃1, p̃2), . . . , (p̃n�2, p̃n), (p̃n�1, p̃n) ; �i .
(14)

After projecting onto the physical states and reducing
to the diagonal subgroup, corresponding to the physical
Poincaré group, the general transformation rule becomes

U(⇤) |p1, . . . , pn ; �1, . . . ,�n ; q12, . . . , qn�1,ni =
Y

i>j

eiqij�ij
Y

i

D�i�0
i
(Wi) |⇤p1, . . . ,⇤pn, ; �0

1, . . . ,�
0
n ; q12, . . . qn�1,ni .

(15)

The known example where the pairwise LG transfor-
mation is required is the scattering of electric and mag-
netic charges. Using the notation that ei (gi) repre-
sents the electric (magnetic) charge of particle i then
the pairwise helicity is given by qij = eigj � ejgi [4].
This result can easily be extended to the case of multiple
U(1) gauge groups. There is a well-known generalization
[5] of the ‘t Hooft-Polyakov monopole construction from
SU(2) ! U(1) to G ! U(1)n, where G is a non-Abelian
group of rank � n. The electric charges of each element
of a G representation are given by the unbroken Cartan
generators, which can be assembled into an n-component
vector: ~H. Each fundamental monopole solution is as-

sociate with a positive, simple root of G. These roots
can also be assembled into a vector: ~↵. In this case the
pairwise helicity is given by

qij = ~Hi · ~↵j � ~Hj · ~↵i , (16)

where the subscript indicates which particle is being
acted on.
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(corresponding to rescaling positions by a factor of 2) so
that the resulting two-particle state carries the desired
momentum:

Pµ
D |p1, p2,�1,�2, q12i = (p1 + p2)

µ |p1, p2,�1,�2, q12i.
(11)

The transformation of a physical two-particle state is
then given by

U(⇤) |p1, p2 ; �1,�2 ; q12i =

eiq12�̃12 D�0
1�1

(W1)D�0
2�2

(W2) |⇤p1,⇤p2 ; �0
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(12)

with Wi, W̃12 given by Eq. 9 with ⇤i = ⇤̃12 ⌘ ⇤.

The only remaining task is to check that the action
of the unitary operators U(⇤) on physical states takes
us back to physical states, that is, the projection is pre-
served under the group transformation. This is obvi-
ous from the fact that on the physical states the ac-
tion of the diagonal Poincaré group is p1, p2, (p1, p2) !
⇤p1,⇤p2, (⇤p1,⇤p2) hence we clearly remain in the sub-
space of physical states. Thus we have constructed two-
particle representations of the Poincaré group, which re-
duce to the usual direct product states when q12 = 0.
On the other hand, for q12 = 1, j1 = j2 = 0 we re-
produce Zwanziger’s 2-scalar dyon states. Eq. (12) with
q12 a half-integer provides the transformation law for the
generic 2-particle case. The generalization to n particles
is now straightforward. We start with a direct product
of 2n � 1 copies

P1 ⇥ . . .⇥ Pn ⇥ P12 ⇥ . . .⇥ Pn�1,n ⇥
P123 ⇥ . . .⇥ Pn�2,n�1,n ⇥ . . .⇥ P123...n (13)

of the Poincaré group with each factor Pi1...ik represented
on independent k-tuple of momenta. However, in 4D, all
k-tuple LGs are trivial for k > 2, and so our product
group can be represented on states involving only pair-
wise momenta:

|p1, . . . , pn ; (p̃1, p̃2), . . . , (p̃n�2, p̃n), (p̃n�1, p̃n) ; �i .
(14)

After projecting onto the physical states and reducing
to the diagonal subgroup, corresponding to the physical
Poincaré group, the general transformation rule becomes

U(⇤) |p1, . . . , pn ; �1, . . . ,�n ; q12, . . . , qn�1,ni =
Y

i>j

eiqij�ij
Y

i

D�i�0
i
(Wi) |⇤p1, . . . ,⇤pn, ; �0

1, . . . ,�
0
n ; q12, . . . qn�1,ni .

(15)

The known example where the pairwise LG transfor-
mation is required is the scattering of electric and mag-
netic charges. Using the notation that ei (gi) repre-
sents the electric (magnetic) charge of particle i then
the pairwise helicity is given by qij = eigj � ejgi [4].
This result can easily be extended to the case of multiple
U(1) gauge groups. There is a well-known generalization
[5] of the ‘t Hooft-Polyakov monopole construction from
SU(2) ! U(1) to G ! U(1)n, where G is a non-Abelian
group of rank � n. The electric charges of each element
of a G representation are given by the unbroken Cartan
generators, which can be assembled into an n-component
vector: ~H. Each fundamental monopole solution is as-

sociate with a positive, simple root of G. These roots
can also be assembled into a vector: ~↵. In this case the
pairwise helicity is given by

qij = ~Hi · ~↵j � ~Hj · ~↵i , (16)

where the subscript indicates which particle is being
acted on.
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all the group product relations by construction. How-
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choices of a and b. However, the commutator [PD, JD]
requires b = 1. This freedom allows us to choose a = 1
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(corresponding to rescaling positions by a factor of 2) so
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with Wi, W̃12 given by Eq. 9 with ⇤i = ⇤̃12 ⌘ ⇤.

The only remaining task is to check that the action
of the unitary operators U(⇤) on physical states takes
us back to physical states, that is, the projection is pre-
served under the group transformation. This is obvi-
ous from the fact that on the physical states the ac-
tion of the diagonal Poincaré group is p1, p2, (p1, p2) !
⇤p1,⇤p2, (⇤p1,⇤p2) hence we clearly remain in the sub-
space of physical states. Thus we have constructed two-
particle representations of the Poincaré group, which re-
duce to the usual direct product states when q12 = 0.
On the other hand, for q12 = 1, j1 = j2 = 0 we re-
produce Zwanziger’s 2-scalar dyon states. Eq. (12) with
q12 a half-integer provides the transformation law for the
generic 2-particle case. The generalization to n particles
is now straightforward. We start with a direct product
of 2n � 1 copies
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After projecting onto the physical states and reducing
to the diagonal subgroup, corresponding to the physical
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The known example where the pairwise LG transfor-
mation is required is the scattering of electric and mag-
netic charges. Using the notation that ei (gi) repre-
sents the electric (magnetic) charge of particle i then
the pairwise helicity is given by qij = eigj � ejgi [4].
This result can easily be extended to the case of multiple
U(1) gauge groups. There is a well-known generalization
[5] of the ‘t Hooft-Polyakov monopole construction from
SU(2) ! U(1) to G ! U(1)n, where G is a non-Abelian
group of rank � n. The electric charges of each element
of a G representation are given by the unbroken Cartan
generators, which can be assembled into an n-component
vector: ~H. Each fundamental monopole solution is as-

sociate with a positive, simple root of G. These roots
can also be assembled into a vector: ~↵. In this case the
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The only remaining task is to check that the action
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served under the group transformation. This is obvi-
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tion of the diagonal Poincaré group is p1, p2, (p1, p2) !
⇤p1,⇤p2, (⇤p1,⇤p2) hence we clearly remain in the sub-
space of physical states. Thus we have constructed two-
particle representations of the Poincaré group, which re-
duce to the usual direct product states when q12 = 0.
On the other hand, for q12 = 1, j1 = j2 = 0 we re-
produce Zwanziger’s 2-scalar dyon states. Eq. (12) with
q12 a half-integer provides the transformation law for the
generic 2-particle case. The generalization to n particles
is now straightforward. We start with a direct product
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The known example where the pairwise LG transfor-
mation is required is the scattering of electric and mag-
netic charges. Using the notation that ei (gi) repre-
sents the electric (magnetic) charge of particle i then
the pairwise helicity is given by qij = eigj � ejgi [4].
This result can easily be extended to the case of multiple
U(1) gauge groups. There is a well-known generalization
[5] of the ‘t Hooft-Polyakov monopole construction from
SU(2) ! U(1) to G ! U(1)n, where G is a non-Abelian
group of rank � n. The electric charges of each element
of a G representation are given by the unbroken Cartan
generators, which can be assembled into an n-component
vector: ~H. Each fundamental monopole solution is as-

sociate with a positive, simple root of G. These roots
can also be assembled into a vector: ~↵. In this case the
pairwise helicity is given by

qij = ~Hi · ~↵j � ~Hj · ~↵i , (16)

where the subscript indicates which particle is being
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One can clearly see that (10) furnishes a proper repre-
sentation of the product group P1 ⇥ P2 ⇥ P12, satisfying
all the group product relations by construction. How-
ever at this point we still have three separate copies of
the Poincaré group, and all the momenta p1, p2, p̃1, p̃2
are independent. We can now perform a projection onto
the physical states, where p1 = p̃1, p2 = p̃2 and restrict
our representation to the diagonal subgroup. Now con-
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12 ). One
can then easily show that the Lie algebra commutators
[PD, PD] and [JD, JD] give the correct results for any
choices of a and b. However, the commutator [PD, JD]
requires b = 1. This freedom allows us to choose a = 1
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(corresponding to rescaling positions by a factor of 2) so
that the resulting two-particle state carries the desired
momentum:

Pµ
D |p1, p2,�1,�2, q12i = (p1 + p2)
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(11)

The transformation of a physical two-particle state is
then given by
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with Wi, W̃12 given by Eq. 9 with ⇤i = ⇤̃12 ⌘ ⇤.

The only remaining task is to check that the action
of the unitary operators U(⇤) on physical states takes
us back to physical states, that is, the projection is pre-
served under the group transformation. This is obvi-
ous from the fact that on the physical states the ac-
tion of the diagonal Poincaré group is p1, p2, (p1, p2) !
⇤p1,⇤p2, (⇤p1,⇤p2) hence we clearly remain in the sub-
space of physical states. Thus we have constructed two-
particle representations of the Poincaré group, which re-
duce to the usual direct product states when q12 = 0.
On the other hand, for q12 = 1, j1 = j2 = 0 we re-
produce Zwanziger’s 2-scalar dyon states. Eq. (12) with
q12 a half-integer provides the transformation law for the
generic 2-particle case. The generalization to n particles
is now straightforward. We start with a direct product
of 2n � 1 copies

P1 ⇥ . . .⇥ Pn ⇥ P12 ⇥ . . .⇥ Pn�1,n ⇥
P123 ⇥ . . .⇥ Pn�2,n�1,n ⇥ . . .⇥ P123...n (13)

of the Poincaré group with each factor Pi1...ik represented
on independent k-tuple of momenta. However, in 4D, all
k-tuple LGs are trivial for k > 2, and so our product
group can be represented on states involving only pair-
wise momenta:

|p1, . . . , pn ; (p̃1, p̃2), . . . , (p̃n�2, p̃n), (p̃n�1, p̃n) ; �i .
(14)

After projecting onto the physical states and reducing
to the diagonal subgroup, corresponding to the physical
Poincaré group, the general transformation rule becomes

U(⇤) |p1, . . . , pn ; �1, . . . ,�n ; q12, . . . , qn�1,ni =
Y

i>j

eiqij�ij
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D�i�0
i
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The known example where the pairwise LG transfor-
mation is required is the scattering of electric and mag-
netic charges. Using the notation that ei (gi) repre-
sents the electric (magnetic) charge of particle i then
the pairwise helicity is given by qij = eigj � ejgi [4].
This result can easily be extended to the case of multiple
U(1) gauge groups. There is a well-known generalization
[5] of the ‘t Hooft-Polyakov monopole construction from
SU(2) ! U(1) to G ! U(1)n, where G is a non-Abelian
group of rank � n. The electric charges of each element
of a G representation are given by the unbroken Cartan
generators, which can be assembled into an n-component
vector: ~H. Each fundamental monopole solution is as-

sociate with a positive, simple root of G. These roots
can also be assembled into a vector: ~↵. In this case the
pairwise helicity is given by

qij = ~Hi · ~↵j � ~Hj · ~↵i , (16)

where the subscript indicates which particle is being
acted on.
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served under the group transformation. This is obvi-
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⇤p1,⇤p2, (⇤p1,⇤p2) hence we clearly remain in the sub-
space of physical states. Thus we have constructed two-
particle representations of the Poincaré group, which re-
duce to the usual direct product states when q12 = 0.
On the other hand, for q12 = 1, j1 = j2 = 0 we re-
produce Zwanziger’s 2-scalar dyon states. Eq. (12) with
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The known example where the pairwise LG transfor-
mation is required is the scattering of electric and mag-
netic charges. Using the notation that ei (gi) repre-
sents the electric (magnetic) charge of particle i then
the pairwise helicity is given by qij = eigj � ejgi [4].
This result can easily be extended to the case of multiple
U(1) gauge groups. There is a well-known generalization
[5] of the ‘t Hooft-Polyakov monopole construction from
SU(2) ! U(1) to G ! U(1)n, where G is a non-Abelian
group of rank � n. The electric charges of each element
of a G representation are given by the unbroken Cartan
generators, which can be assembled into an n-component
vector: ~H. Each fundamental monopole solution is as-
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One can clearly see that (10) furnishes a proper repre-
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all the group product relations by construction. How-
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1 + Jµ⌫
2 + Jµ⌫

12 ). One
can then easily show that the Lie algebra commutators
[PD, PD] and [JD, JD] give the correct results for any
choices of a and b. However, the commutator [PD, JD]
requires b = 1. This freedom allows us to choose a = 1

2
(corresponding to rescaling positions by a factor of 2) so
that the resulting two-particle state carries the desired
momentum:

Pµ
D |p1, p2,�1,�2, q12i = (p1 + p2)

µ |p1, p2,�1,�2, q12i.
(11)

The transformation of a physical two-particle state is
then given by

U(⇤) |p1, p2 ; �1,�2 ; q12i =

eiq12�̃12 D�0
1�1

(W1)D�0
2�2

(W2) |⇤p1,⇤p2 ; �0
1,�

0
2 ; q12i ,

(12)

with Wi, W̃12 given by Eq. 9 with ⇤i = ⇤̃12 ⌘ ⇤.

The only remaining task is to check that the action
of the unitary operators U(⇤) on physical states takes
us back to physical states, that is, the projection is pre-
served under the group transformation. This is obvi-
ous from the fact that on the physical states the ac-
tion of the diagonal Poincaré group is p1, p2, (p1, p2) !
⇤p1,⇤p2, (⇤p1,⇤p2) hence we clearly remain in the sub-
space of physical states. Thus we have constructed two-
particle representations of the Poincaré group, which re-
duce to the usual direct product states when q12 = 0.
On the other hand, for q12 = 1, j1 = j2 = 0 we re-
produce Zwanziger’s 2-scalar dyon states. Eq. (12) with
q12 a half-integer provides the transformation law for the
generic 2-particle case. The generalization to n particles
is now straightforward. We start with a direct product
of 2n � 1 copies

P1 ⇥ . . .⇥ Pn ⇥ P12 ⇥ . . .⇥ Pn�1,n ⇥
P123 ⇥ . . .⇥ Pn�2,n�1,n ⇥ . . .⇥ P123...n (13)

of the Poincaré group with each factor Pi1...ik represented
on independent k-tuple of momenta. However, in 4D, all
k-tuple LGs are trivial for k > 2, and so our product
group can be represented on states involving only pair-
wise momenta:

|p1, . . . , pn ; (p̃1, p̃2), . . . , (p̃n�2, p̃n), (p̃n�1, p̃n) ; �i .
(14)

After projecting onto the physical states and reducing
to the diagonal subgroup, corresponding to the physical
Poincaré group, the general transformation rule becomes

U(⇤) |p1, . . . , pn ; �1, . . . ,�n ; q12, . . . , qn�1,ni =
Y

i>j

eiqij�ij
Y

i

D�i�0
i
(Wi) |⇤p1, . . . ,⇤pn, ; �0

1, . . . ,�
0
n ; q12, . . . qn�1,ni .

(15)

The known example where the pairwise LG transfor-
mation is required is the scattering of electric and mag-
netic charges. Using the notation that ei (gi) repre-
sents the electric (magnetic) charge of particle i then
the pairwise helicity is given by qij = eigj � ejgi [4].
This result can easily be extended to the case of multiple
U(1) gauge groups. There is a well-known generalization
[5] of the ‘t Hooft-Polyakov monopole construction from
SU(2) ! U(1) to G ! U(1)n, where G is a non-Abelian
group of rank � n. The electric charges of each element
of a G representation are given by the unbroken Cartan
generators, which can be assembled into an n-component
vector: ~H. Each fundamental monopole solution is as-

sociate with a positive, simple root of G. These roots
can also be assembled into a vector: ~↵. In this case the
pairwise helicity is given by

qij = ~Hi · ~↵j � ~Hj · ~↵i , (16)

where the subscript indicates which particle is being
acted on.
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Asymptotic states 
• One of the rare examples where free Hamiltonian H0 
has different conserved angular momentum from H 

• Usually in/out states - eigenstates of H as t→±∞ 
approach free states. Here they don’t 

• In/out states will be represented differently  

• + is in state - is out state, and 

• Origin of +- sign   

We can easily see that the transformation rule for general multi-particle states in
Eq. (2.13) is unitary and indeed forms a representation of the Lorentz group. First, since
Eq. (2.13) only differs from the standard Lorentz transformation by a phase ei⌃, this trans-
formation is clearly unitary. Second, because the phase angles �(pi, pj ,⇤) are identical to
the ones that arose as LG phases for the two-scalar case, and since they furnish a represen-
tation, we know that

�(pi, pj ,⇤2⇤1) = �(⇤1pi,⇤1pj ,⇤2) + �(pi, pj ,⇤1) . (2.20)

This proves that U(⇤2⇤1) = U(⇤2)U(⇤1) and so our transformation rule is indeed a rep-
resentation of the Lorentz group.

2.3 In- and Out-states for the Electric-Magnetic S-matrix

Now that we understand the general transformation properties of dyonic multi-particle
states, we are ready to define the relativistic S-matrix for electric-magnetic scattering pro-
cesses. To do this we have to first properly define the multi-particle in- and out- states. As
usual, we separate the full Hamiltonian of the system into a free Hamiltonian, H0, and an
interaction:

H = H0 + V . (2.21)

In the standard definition, due to Weinberg [2], we can choose our quantum in/out states
to be eigenstates of the full interacting Hamiltonian that approach free states4 as t ! ±1.
However, in the case of electric-magnetic scattering, this definition has to be modified. This
is because H0 and H have different conserved angular momentum operators,

h
H, ~J

i
=

h
H0, ~J0

i
= 0, ~J 6= ~J0 . (2.22)

The operator J0 represents the total orbital and spin angular momentum of different par-
ticles, while J also includes the contribution of the EM field, as is evident from Eq. (2.4).
The inequality of J and J0 seems, so far, to be unique to electric-magnetic scattering. As
a consequence the Lorentz group is represented differently5 on the in- and out- eigenstates
of H. This is simply a reflection of the fact that qij can be non-vanishing for the in- and
out states, while the eigenstates of H0 are simply the direct product states of the free
one-particle states with all qij = 0.

In accordance with our discussion in section 2.2, we identify the multi-particle in- and
out-states as the states transforming with definite values of qij :

U(⇤) |p1, . . . , pn ; ± i =
Y

i

D(Wi) |⇤p1, . . . ,⇤pn ; ± i e±i⌃ , (2.23)

4Actually this language is not completely accurate since the in/out- states are conventionally defined in
the Heisenberg picture and are time independent. For a rigorous definition of our S-matrix, see appendix C.

5The generator of boosts K is always represented on the in/out states differently from its representation
on free states. The surprise here is the difference between in- and out- states, which is a unique consequence
of J 6= J0.
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where ⌃ ⌘
Pn

i>j qij �(pi, pj ,⇤). Here, and below, ‘+’ stands for ‘in’, and ‘�’ stands for
‘out’, the D(Wi) are the one-particle LG transformations, while the e±i⌃ is the additional
phase factor corresponding to the pairwise LGs. Note that we need to choose opposite
signs for the pairwise LG phases for the in- and out- sates, in accordance with the extra
sign showing up in the asymptotic expression (2.4). We see that the transformation rule
Eq. (2.23) is a departure from Weinberg’s standard definition of the S-matrix, in the sense
that the Lorentz group is represented differently on in- and out- states.

2.4 Lorentz transformation of the electric-magnetic S-matrix

In the previous section, we presented the Lorentz transformation, Eq. (2.23), of multi-
particle quantum states involving electric and magnetic charges. The general LG transfor-
mation for the S-matrix readily follows,

S
�
p01, . . . , p

0
m | p1, . . . , pn

�
⌘

⌦
p01, . . . , p

0
m; � | p1, . . . , pn; +

↵

=
D
p01, . . . , p

0
m; � |U(⇤)† U(⇤)| p1, . . . , pn; +

E

= ei(⌃++⌃�)
mY

i=1

D(Wi)
†

nY

j=1

D(Wj), S
�
⇤ p01, . . . ,⇤ p0m |⇤ p1, . . . ,⇤ pn

�
(2.24)

where 6

⌃+ ⌘

nX

i>j

qij �(pi, pj ,⇤) , ⌃� ⌘

mX

i>j

qij �(p
0
i, p

0
j ,⇤) . (2.25)

and Wi are the LG rotations for one-particle states in the in- and out- states. To go from
the second to the third line, we used the fact that the extra U(1) LG factor has the same
sign for hout| and |ini states. Note that since ⌃± pairs particles within the in- and out-
states but doesn’t involve in-out pairs, this is a manifest violation of crossing symmetry.
Inverting Eq. (2.24), we have

S
�
⇤ p01, . . . ,⇤ p0m |⇤ p1, . . . ,⇤ pn

�
=

e�i (⌃++⌃�)
mY

i=1

D(Wi)
nY

j=1

D(Wj)
† S

�
p01, . . . , p

0
m | p1, . . . , pn

�
(2.26)

This transformation rule was first derived in [3]. If all qij = 0 (in particular, if none of the
scattering particles have magnetic charge), the transformation rule Eq. (2.26) reduces to
the standard LG transformation with ⌃± = 0. To construct the electric-magnetic S-matrix
elements that satisfy the transformation rule given in Eq. (2.26) using on-shell methods
we need to introduce a new kind of spinor-helicity variable that enables us to saturate the
extra “electric-magnetic” U(1) phase in Eq. (2.26).

6Below we use the notation �ij = �(pi, pj ,⇤) when it’s clear whether we are talking about the in- or
out- state.
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at rest:2
~J field =

1

4⇡

Z
d3x ~x⇥

⇣
~E ⇥ ~B

⌘
= �eg r̂ ⌘ �qr̂ (2.1)

where r̂ is a unit vector pointing from the magnetic monopole to the charge. Quantum
mechanically, angular momentum is quantized in half integer units, and so we get yet
another derivation of the Dirac quantization condition [8] eg = n/2.

The angular momentum of the electromagnetic field Eq. (2.1) was generalized to the
case of dyons by Schwinger [23] and Zwanziger [24]

~J field =
X

qij r̂ij (2.2)

with the sum taken over all dyon pairs and

qij = ei gj � ej gi =
n

2
, (2.3)

where the Dirac-Schwinger-Zwanziger quantization condition3 for qij is once again implied
by angular momentum quantization.

Zwanziger [3] further showed how to write the angular momentum for scattering dyons
in a Lorentz covariant fashion

M⌫⇢
field;± = ±

X

i>j

qij
✏⌫⇢↵� pi↵ pj�q

(pi · pj)
2
�m2

i m
2
j

, (2.4)

where the sum is taken over all distinct dyon pairs in the initial state (final state) with a
+(�) sign. The origin of the unusual ± sign is the appearance of a t/|t| in the asymptotic ex-
pression for M . In the non-relativistic limit, this expression reduces to ~J field

± = ±
P

qij p̂ij ,
where p̂ij is the relative 3-momentum between the dyons in each pair. Since asymptotically
p̂ · r̂ = ⌥1, this exactly reproduces Eq. (2.2).

The physical implications of (2.1)-(2.2) are hard to overstate. They imply the following
unusual properties of charge-monopole (or general dyonic) systems:

• The conserved angular momentum for the interacting theory is different from the
angular momentum of the free theory

• As a consequence, the asymptotic quantum states representing dyon pairs do not
completely factorize into single-particle states

• In general there is no crossing symmetry for the electric-magnetic S-matrix

The first and second points can be immediately understood. Since the angular momentum
of the EM field depends only on qij and does not depend on the relative distance (just

2Due to the appearance of E and B the field angular momentum must be proportional to eg. It is also a
dimensionless vector for which the only candidate is r̂, hence the result must be proportional to egr̂ which
can be verified by explicit calculation [22].

3Sometimes this condition is given as (ei gj � ej gi)/4⇡ = n
2 . Here and throughout we normalize the

magnetic charge such that Eq. (2.3) holds, and there is never a (4⇡)�1 factor in the quantization condition.
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Transformation of the S-matrix   

•  Overlap of asymptotic states - LT: 

• Transformation of S-matrix (crossing sym. violation) 

• Need objects that saturate U(1) phase for S-matrix! 

where ⌃ ⌘
Pn

i>j qij �(pi, pj ,⇤). Here, and below, ‘+’ stands for ‘in’, and ‘�’ stands for
‘out’, the D(Wi) are the one-particle LG transformations, while the e±i⌃ is the additional
phase factor corresponding to the pairwise LGs. Note that we need to choose opposite
signs for the pairwise LG phases for the in- and out- sates, in accordance with the extra
sign showing up in the asymptotic expression (2.4). We see that the transformation rule
Eq. (2.23) is a departure from Weinberg’s standard definition of the S-matrix, in the sense
that the Lorentz group is represented differently on in- and out- states.

2.4 Lorentz transformation of the electric-magnetic S-matrix

In the previous section, we presented the Lorentz transformation, Eq. (2.23), of multi-
particle quantum states involving electric and magnetic charges. The general LG transfor-
mation for the S-matrix readily follows,
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m; � | p1, . . . , pn; +

↵

=
D
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0
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and Wi are the LG rotations for one-particle states in the in- and out- states. To go from
the second to the third line, we used the fact that the extra U(1) LG factor has the same
sign for hout| and |ini states. Note that since ⌃± pairs particles within the in- and out-
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Inverting Eq. (2.24), we have

S
�
⇤ p01, . . . ,⇤ p0m |⇤ p1, . . . ,⇤ pn

�
=
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This transformation rule was first derived in [3]. If all qij = 0 (in particular, if none of the
scattering particles have magnetic charge), the transformation rule Eq. (2.26) reduces to
the standard LG transformation with ⌃± = 0. To construct the electric-magnetic S-matrix
elements that satisfy the transformation rule given in Eq. (2.26) using on-shell methods
we need to introduce a new kind of spinor-helicity variable that enables us to saturate the
extra “electric-magnetic” U(1) phase in Eq. (2.26).

6Below we use the notation �ij = �(pi, pj ,⇤) when it’s clear whether we are talking about the in- or
out- state.
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Pairwise momentum  

•  Properties:                         and 

• Limits:                                   and         parity conjug.  

combinations of pi, pj , which we call the pairwise momenta9 p[±ij . Below, we will define
pairwise spinor-helicity variables associated with these pairwise momenta, and show that
they have the correct pairwise LG weight to be used as building blocks for the electric-
magnetic S-matrix. We first define the “reference” pairwise (null) momenta in the COM
frame as

⇣
k[±ij

⌘

µ
= pc (1, 0, 0,±1) , (3.2)

where pc is the COM momentum of the ij pair, as in Eq. (2.11). The pairwise momenta p[±ij
in any other frame can be obtained by boosting k[±ij into that frame. Clearly k[±ij · k[±ij = 0
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since [-n̂ | n̂] = hn̂ | -n̂i = 1. Note that the above equations are Lorentz and LG invariant,
and so hold in any other reference frame as well.

B.1 2 ! 2 scattering in the COM frame and Wigner D-matrices

We now explicitly present the relevant formulas for 2 ! 2 scattering in the COM frame.
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where n̂ is in the (✓n,�n) direction and k̂ is in the (✓k,�k) direction. Later we will specialize
to the case ✓n = 0 in which the initial momenta point along the ẑ direction. From Eq. (B.5)
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Also, since in the center of mass frame p̂i = �p̂j = p̂c , we automatically get the following
relations in the mi ! 0 limit

���p[+ij
E

↵
= | i i↵ ,

h
p[+ij

���
↵̇

= [ i |↵̇
���p[�ij

E

↵
=

p
2pc |⌘̂ii↵ ,

h
p[�ij

���
↵̇

=
p
2pc [⌘̂i|↵̇ , (B.8)

where |ii↵ , [i|↵̇ are the standard massless spinor-helicity variables, and |⌘̂ii↵ , [⌘̂i|↵̇ are
the (dimensionless) Parity-conjugate massless spinors that appear in the massless limit of
the massive spinors |iiI↵ , [i|

I
↵̇ (see [20] for their definition). Consequently, the following

contractions vanish:
h
p[+ij i

i
=

D
i p[+ij

E
=

h
⌘̂i p

[�
ij

i
=

D
p[�ij ⌘̂i

E
= 0

h
p[�ij i

i
=

D
i p[�ij

E
=

h
⌘̂i p

[+
ij

i
=

D
p[+ij ⌘̂i

E
= 2pc , (B.9)

since [-n̂ | n̂] = hn̂ | -n̂i = 1. Note that the above equations are Lorentz and LG invariant,
and so hold in any other reference frame as well.

B.1 2 ! 2 scattering in the COM frame and Wigner D-matrices

We now explicitly present the relevant formulas for 2 ! 2 scattering in the COM frame.
We take the colliding momenta to be
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where n̂ is in the (✓n,�n) direction and k̂ is in the (✓k,�k) direction. Later we will specialize
to the case ✓n = 0 in which the initial momenta point along the ẑ direction. From Eq. (B.5)
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Constructing the magnetic S-matrix 

•  We have seen: general transformation of S-matrix 

• Implies weird twist -  forward scattering not allowed 
- does not have right PLG property. So usual 
construction in terms of scattering amplitude 

does not make sense. Rather than trying to adjust 
this formula will just directly construct S-matrix 
elements always  

appendix B. Here we simply present the main results in the mi ! 0 limit:
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where |ii↵ , [i|↵̇ are the standard massless spinor-helicity variables, and |⌘̂ii↵ , [⌘̂i|↵̇ are the
(dimensionless) Parity-conjugate massless spinors that appear in the massless limit of the
massive spinors |iiI↵ , [i|

I
↵̇ (see ref. [20] for their definition). Note that the above equations

are Lorentz and LG invariant, and so hold in any other reference frame as well.

4 Constructing Electric-Magnetic S-matrices

In section 2.4 we derived the transformations of electric-magnetic S-matrices under the
pairwise and one-particle LGs:

S
�
⇤ p01, . . . ,⇤ p0m |⇤ p1, . . . ,⇤ pn

�
=

e�i (⌃�+⌃+)
mY

i=1

D(Wi)
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j=1

D(Wj)
† S
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p01, . . . , p

0
m | p1, . . . , pn

�
(4.1)

To make use of this transformation for constructing electric-magnetic S-matrix elements,
we defined the pairwise spinor-helicity variables in section 3.3. Now we can use the pairwise
and regular spinor-helicity variables to construct S-matrices that respect Eq. (4.1). This
enables us to fix electric-magnetic S-matrix elements up to a LG invariant.

We also reiterate here that we are constructing electric-magnetic S-matrix elements
rather than amplitudes. This is because by using the word “amplitude” we are implicitly
assuming the possibility of forward scattering, as encoded in the standard relation

S↵� = �(↵� �) � 2i⇡�(4)(p↵ � p�)A↵� . (4.2)

However, in our very peculiar case of electric-magnetic scattering, the decomposition of
Eq. (4.2) may not actually hold. In fact, we will see below that selection rules generically
forbid forward scattering for the lowest partial wave, which makes the relation Eq. (4.2)
inadequate for electric-magnetic scattering. Rather than trying to adapt it to our case, we
opt to never use this relation at all and just construct the S-matrix itself directly. Energy
and momentum conservation are implicitly assumed.

In constructing the S-matrix we use an all-outgoing convention common in the ampli-
tudes literature. However, the use of this convention in the study of magnetic S-matrix
elements is non-trivial due to lack of crossing symmetry in electric-magnetic scattering.
Thus we begin by reviewing the subtleties associated with the all-outgoing convention.

4.1 The all-outgoing convention

In section 2.4, we described how general electric-magnetic S-matrices transform under
Lorentz transformations. In that section, the discussion was in terms of in- and out-
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The out-out formalism  

• So far we have made distinction of in and out states 
- very reasonable for magnetic scattering since we 
have no crossing symmetry 

• However all of scattering amplitude literature 
assumes all particles outgoing… Would like to not 
have to rewrite all of those to compare to our new 
results… So force ourselves to use out-out 

• While no crossing symmetry, can still do a crossing 
transformation and transform an in state to an out 
state via  

states. In the spinor-helicity formalism it is however customary to use a notation where all
particles are outgoing which we call the out-out formalism. In the standard cases without
magnetic charges this is achieved using the crossing symmetry of the S-matrix. To define
crossing symmetry, we first assume analyticity, namely, that the S-matrix is an analytic
function of its complexified external momenta. Crossing symmetry is then the condition
that the scattering S-matrix for a process with an in-state that includes particle A, and
some out-state, has the same analytic form as the “crossed” versions of the original process,
with an outgoing anti-particle Ā. While in the original process, the particle appearing in
the in-state carries positive energy, in the crossed process, the anti-particle Ā appearing in
the out-state carries negative energy. However, crossing symmetry allows one to use the
same analytic S-matrix element to also calculate the process with an outgoing anti-particle
Ā in its physical kinematic regime. In the presence of crossing symmetry, a single ana-
lytic function provides the S-matrix for several different processes in different regions of
complexified momentum space. For massless particles, under crossing,

particle $ antiparticle

incoming $ outgoing

helicity h $ �h

pµ $ �pµ

Since the S-matrix for electric-magnetic scattering processes does not obey crossing sym-
metry, one can not describe different processes using the same S-matrix element. Neverthe-
less, we can still use a crossing transformation to translate the problem formulated in in-out
language into the out-out language, which is the conventional choice of the spinor-helicity
community. This is possible because, as can be seen from Eq. (4.1), the LG transformation
of an S-matrix involving incoming states with helicities hi and pairwise helicities qij is the
same as that of an S-matrix with outgoing states with helicities �hi and pairwise helicities
qij .

Consequently, we are free to construct S-matrices in the out-out formalism, as long as
we keep working in the same kinematic regime of the original in-out S-matrix. Furthermore,
even in the out-out formalism, we consider pairwise helicities qij only for pairs of states
which are both in the initial state or both in the final state for a given physical process.

4.2 Constructing the electric-magnetic S-matrix: spinor-helicity cheat sheet

We are now ready to formulate general rules for constructing electric-magnetic S-matrix
elements. As usual in the amplitudes program, the spinor-helicity variables are the basic
building blocks. The main novelty is the appearance of the pairwise spinor-helicity variables,
needed to capture the additional pairwise LG phase in the S-matrix, in addition to the
ordinary ones. As usual, we will assign helicity weights (or for massive particles SU(2)

quantum numbers) to each spinor-helicity variable, as well as a separate pairwise helicity
weights to each pairwise spinor-helicity variable. We will require that the helicity weights
under each individual particle as well as the pairwise helicity weights are matched for
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The out-out formalism  

• This does NOT assume/imply crossing symmetry. 
We will always stay in the kinematic regime where 
some of the particles actually have negative 
energies, implying those were really incoming 
particles. 

• Note qij does not flip sign - it is quadratic in 
momenta. 

• Note qij still only calculated for states that would be 
both in states or both out states (ie. now according to 
the sign of the energies)  



Simple example 2.  
Massive scalar decaying to massive scalar + 

massless vector, q=-1  
•   

• No way to write                                          - case of 
more general selection rule 

both the initial and the final states. Of course only the diagonal Lorentz transformation
(where each particle and each pair of particles are transformed simultaneously) is physical.
However, as is common in the amplitudes approach, as a book-keeping tool we can pretend
that helicity and pairwise helicity transformations can be performed independently on each
particle/pair of particles, which will make the construction of the properly transforming S-
matrix particularly easy. Hence for the pairwise helicity variable we assign only the pairwise
helicity (and no ordinary helicities), even though these pairwise spinor-helicity variables are
constructed as a function of the ordinary helicity variables, and in some limits they even
coincide with one of the ordinary spinor-helicity variables.10

These rules are summarized by the following equations.

S
�
!�1

|ii,!|i]
�
= !2hiS (|ii, |i]) , for 8i (4.3)
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ij i, |p

[�
ij ]

⌘
for 8 pair {i, j},

(4.4)

where ! represents the LG weight +1/2. The resulting rules for the full set of charge
assignments of the spinor-helicity variables are presented in Table 1, which summarizes the
different LG weights of the regular and pairwise spinor-helicity variables, as well as the
overall weights of the amplitude implied from Eq. (4.3) and (4.4).

U(1)i SU(2)i U(1)ij

Required weight hi Si -qij

|ii↵ , [i|↵̇ -12 ,
1
2 � �

hi|I;↵ � ⇤ �

���p[+ij
E

↵
,
h
p[+ij

���
↵̇

� � -12 ,
1
2

���p[�ij
E

↵
,
h
p[�ij

���
↵̇

� �
1
2 , -12

Table 1. LG weights of the standard and pairwise spinor-helicity variables, as well as the overall
weight required by Eq. (4.3) and (4.4).

4.3 First examples

To illustrate the construction of electric-magnetic S-matrix elements, let us work out a few
examples.

(1) Massive fermion decaying to massive fermion + massless scalar, q = �1.
In this case we need to use one massive spinor for the decaying fermion and one massive

10In the massless limit, the regular LG phase coincides with the pairwise phase, and LG weights of some
of the regular variables are used to match the regular LG weights, while the rest are used to saturate the
pairwise LG weight.
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spinor for the final fermion. This gives us two spinor indices that should be contracted with
pairwise spinors. Note that in general, the number of pairwise spinors is not completely
fixed by the LG: only the difference n�

23 �n+
23 between the number of pairwise spinors with

weight 1
2 and �

1
2 is fixed to be �2q23. In our case we need a total of 2 spinor indices and

so n+
23 = 2, n�

23 = 0. The S-matrix is then

S
⇣
1s=1/2

|2s=1/2, 30
⌘

q23=�1
⇠

D
p[�23 1

ED
p[�23 2

E
, (4.5)

up to a LG invariant.11

(2) Massive scalar decaying to massive scalar + massless vector, q = �1.
In this case we need to use two regular spinor-helicity variables for the helicity of the vector,
as well as two pairwise spinors for the q23 = �1 of the final state. The S-matrix elements
for helicity ±1 vectors are then

S
�
1s=0

|2s=0, 3+1
�
q23=�1

⇠

h
p[+23 3

i2
⇠

D
p[�23 |2|3

i2
, (4.6)

up to a LG invariant. On the other hand, there is no way to write a LG covariant expression
for S

�
1s=0

|2s=0, 3�1
�
q23=�1

. We will see later that this is a particular example of a more
general LG selection rule.

(3) Massive vector decaying to two different massless fermions, q = �2.
In this case we need to use 2 massive spinors for the vector and one regular spinor-helicity
variable for each fermion, as well as four pairwise spinors for the q23 = �2 of the out state.
The S-matrix for opposite helicity fermions is then

S
⇣
1s=1

| 2�1/2, 3+1/2
⌘

q23=�2
⇠

D
2p[�23

E h
p[+23 3

i D
1 p[�23

E2
. (4.7)

up to a LG invariant. Note that the S-matrix for same helicity fermions12 is forbidden in
this case, due to the fact that

D
p[�23 3

E
=

h
p[+23 2

i
= 0. This is our second encounter with a

LG selection rule.

(4) Massive vector decaying to two different massless fermions, q = �1.
In this case we need to use 2 massive spinors for the vector and one regular spinor-helicity
variable for each fermion, as well as four pairwise spinors for the q23 = �1 of the out state.
Note that unlike the previous examples, here the total number of pairwise spinors is not
given by �2q23. This is because there are four spinor indices from the standard spinors
that need to be contracted, so that n+

23 +n�
23 = 4. Pairwise LG, on the other hand, implies

11In principle, there are other “legally” acceptable expressions such as
h
p[+23 1

i h
p[+23 2

i
or

h
p[+23 1

i D
p[�23 2

E

or
D
p[�23 1

E h
p[+23 2

i
. However, using the Dirac equations for the massive variable, p↵↵̇�̃

↵̇I = m�I
↵ and

p↵↵̇�↵I = �m�̃I
↵̇, one can check that these are equivalent to Eq. (4.5) up to LG invariants.

12In the all-outgoing sense.
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Simple example 3.  
Massive vector decaying to two massless  

fermions, q=-2  
•   

•  Opposite helicity vanishes since 
Another implication of the selection rules   

both the initial and the final states. Of course only the diagonal Lorentz transformation
(where each particle and each pair of particles are transformed simultaneously) is physical.
However, as is common in the amplitudes approach, as a book-keeping tool we can pretend
that helicity and pairwise helicity transformations can be performed independently on each
particle/pair of particles, which will make the construction of the properly transforming S-
matrix particularly easy. Hence for the pairwise helicity variable we assign only the pairwise
helicity (and no ordinary helicities), even though these pairwise spinor-helicity variables are
constructed as a function of the ordinary helicity variables, and in some limits they even
coincide with one of the ordinary spinor-helicity variables.10

These rules are summarized by the following equations.

S
�
!�1

|ii,!|i]
�
= !2hiS (|ii, |i]) , for 8i (4.3)

S
⇣
!�1

|p[+ij i,!|p
[+
ij ],!|p

[�
ij i,!

�1
|p[�ij ]

⌘
= !�2qijS

⇣
|p[+ij i, |p

[+
ij ], |p

[�
ij i, |p

[�
ij ]

⌘
for 8 pair {i, j},

(4.4)

where ! represents the LG weight +1/2. The resulting rules for the full set of charge
assignments of the spinor-helicity variables are presented in Table 1, which summarizes the
different LG weights of the regular and pairwise spinor-helicity variables, as well as the
overall weights of the amplitude implied from Eq. (4.3) and (4.4).

U(1)i SU(2)i U(1)ij

Required weight hi Si -qij

|ii↵ , [i|↵̇ -12 ,
1
2 � �

hi|I;↵ � ⇤ �

���p[+ij
E

↵
,
h
p[+ij

���
↵̇

� � -12 ,
1
2

���p[�ij
E

↵
,
h
p[�ij

���
↵̇

� �
1
2 , -12

Table 1. LG weights of the standard and pairwise spinor-helicity variables, as well as the overall
weight required by Eq. (4.3) and (4.4).

4.3 First examples

To illustrate the construction of electric-magnetic S-matrix elements, let us work out a few
examples.

(1) Massive fermion decaying to massive fermion + massless scalar, q = �1.
In this case we need to use one massive spinor for the decaying fermion and one massive

10In the massless limit, the regular LG phase coincides with the pairwise phase, and LG weights of some
of the regular variables are used to match the regular LG weights, while the rest are used to saturate the
pairwise LG weight.
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spinor for the final fermion. This gives us two spinor indices that should be contracted with
pairwise spinors. Note that in general, the number of pairwise spinors is not completely
fixed by the LG: only the difference n�

23 �n+
23 between the number of pairwise spinors with

weight 1
2 and �

1
2 is fixed to be �2q23. In our case we need a total of 2 spinor indices and

so n+
23 = 2, n�

23 = 0. The S-matrix is then

S
⇣
1s=1/2

|2s=1/2, 30
⌘

q23=�1
⇠

D
p[�23 1

ED
p[�23 2

E
, (4.5)

up to a LG invariant.11

(2) Massive scalar decaying to massive scalar + massless vector, q = �1.
In this case we need to use two regular spinor-helicity variables for the helicity of the vector,
as well as two pairwise spinors for the q23 = �1 of the final state. The S-matrix elements
for helicity ±1 vectors are then

S
�
1s=0

|2s=0, 3+1
�
q23=�1

⇠

h
p[+23 3

i2
⇠

D
p[�23 |2|3

i2
, (4.6)

up to a LG invariant. On the other hand, there is no way to write a LG covariant expression
for S

�
1s=0

|2s=0, 3�1
�
q23=�1

. We will see later that this is a particular example of a more
general LG selection rule.

(3) Massive vector decaying to two different massless fermions, q = �2.
In this case we need to use 2 massive spinors for the vector and one regular spinor-helicity
variable for each fermion, as well as four pairwise spinors for the q23 = �2 of the out state.
The S-matrix for opposite helicity fermions is then

S
⇣
1s=1

| 2�1/2, 3+1/2
⌘

q23=�2
⇠

D
2p[�23

E h
p[+23 3

i D
1 p[�23

E2
. (4.7)

up to a LG invariant. Note that the S-matrix for same helicity fermions12 is forbidden in
this case, due to the fact that

D
p[�23 3

E
=

h
p[+23 2

i
= 0. This is our second encounter with a

LG selection rule.

(4) Massive vector decaying to two different massless fermions, q = �1.
In this case we need to use 2 massive spinors for the vector and one regular spinor-helicity
variable for each fermion, as well as four pairwise spinors for the q23 = �1 of the out state.
Note that unlike the previous examples, here the total number of pairwise spinors is not
given by �2q23. This is because there are four spinor indices from the standard spinors
that need to be contracted, so that n+

23 +n�
23 = 4. Pairwise LG, on the other hand, implies

11In principle, there are other “legally” acceptable expressions such as
h
p[+23 1

i h
p[+23 2

i
or

h
p[+23 1

i D
p[�23 2

E

or
D
p[�23 1

E h
p[+23 2

i
. However, using the Dirac equations for the massive variable, p↵↵̇�̃

↵̇I = m�I
↵ and

p↵↵̇�↵I = �m�̃I
↵̇, one can check that these are equivalent to Eq. (4.5) up to LG invariants.

12In the all-outgoing sense.
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Simple example 4.  
Massive vector decaying to two massless  

fermions, q=-1  
•   

•                         vanishes since 
• Note in this example number of pairwise spinors is 

NOT 2q23 since we needed 4 spinors for the 
particles   

both the initial and the final states. Of course only the diagonal Lorentz transformation
(where each particle and each pair of particles are transformed simultaneously) is physical.
However, as is common in the amplitudes approach, as a book-keeping tool we can pretend
that helicity and pairwise helicity transformations can be performed independently on each
particle/pair of particles, which will make the construction of the properly transforming S-
matrix particularly easy. Hence for the pairwise helicity variable we assign only the pairwise
helicity (and no ordinary helicities), even though these pairwise spinor-helicity variables are
constructed as a function of the ordinary helicity variables, and in some limits they even
coincide with one of the ordinary spinor-helicity variables.10

These rules are summarized by the following equations.

S
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!�1

|ii,!|i]
�
= !2hiS (|ii, |i]) , for 8i (4.3)

S
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|p[+ij i,!|p
[+
ij ],!|p

[�
ij i,!

�1
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⌘
= !�2qijS
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|p[+ij i, |p

[+
ij ], |p

[�
ij i, |p

[�
ij ]

⌘
for 8 pair {i, j},

(4.4)

where ! represents the LG weight +1/2. The resulting rules for the full set of charge
assignments of the spinor-helicity variables are presented in Table 1, which summarizes the
different LG weights of the regular and pairwise spinor-helicity variables, as well as the
overall weights of the amplitude implied from Eq. (4.3) and (4.4).
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Required weight hi Si -qij

|ii↵ , [i|↵̇ -12 ,
1
2 � �

hi|I;↵ � ⇤ �

���p[+ij
E

↵
,
h
p[+ij
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� � -12 ,
1
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E

↵
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p[�ij
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� �
1
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Table 1. LG weights of the standard and pairwise spinor-helicity variables, as well as the overall
weight required by Eq. (4.3) and (4.4).

4.3 First examples

To illustrate the construction of electric-magnetic S-matrix elements, let us work out a few
examples.

(1) Massive fermion decaying to massive fermion + massless scalar, q = �1.
In this case we need to use one massive spinor for the decaying fermion and one massive

10In the massless limit, the regular LG phase coincides with the pairwise phase, and LG weights of some
of the regular variables are used to match the regular LG weights, while the rest are used to saturate the
pairwise LG weight.
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n+
23�n�

23 = �2q23 = 2, and so we have n+
23 = 3, n�

23 = 1. The S-matrix for positive helicity
fermions is then

S
⇣
1s=1

| 2�1/2, 3�1/2
⌘

q23=�1
⇠

D
2p[�23

ED
p[+23 3

E D
1 p[�23

E2
. (4.8)

up to a LG invariant. Note that the S-matrix for h2 = �h3 = 1/2 is forbidden in this case,
due to the fact that

h
p[�23 3

i
= 0.

4.4 All electric-magnetic 3-point S-matrix elements

The examples above give us a flavor of how to construct electric-magnetic S-matrix elements
up to LG invariants. In the case of 3-point S-matrix elements, we can make the discussion
even more concrete and write down systematic expressions and selection rules for electric-
magnetic S-matrix elements. These are modifications of the general 3-point amplitudes
derived in [20], when the three scattering particles can have magnetic charge. Without loss
of generality, we choose one massive particle (that may be a dyon) in the incoming state,
and two particles (that may also be dyons) in the outgoing state. Note that our expressions
extend the ones presented in [20] to the case of electric-magnetic scattering, and reduce
to them when q = 0 for the outgoing states. Below, whenever we call a particle “dyon”,
we mean that it may, or may not, have a magnetic charge. In all our cases, the decaying
particle may be any kind of “dyon”.

• Incoming massive particle, two outgoing massive particles

In this case the S-matrix is the contraction of the massive part (in the notation of [20])

⇣
h1|2s1

⌘{↵1...↵2s1}
⇣
h2|2s2

⌘{�1...�2s2}
⇣
h3|2s3

⌘{�1...�2s3} (4.9)

with a massless part involving the pairwise spinors |wi↵ ⌘

���p[�23
E

↵
and |ri↵ ⌘

���p[+23
E

↵
(with

pairwise helicities ±1
2), which saturates the pairwise LG transformation. The most general

expression is

Sq

{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}
=

CX

i=1

ai
⇣
|wiŝ�q

|riŝ+q
⌘

{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}
,

(4.10)

where ŝ = s1 + s2 + s3, C counts all the possible ways to group the spinors into ↵, � and �

indices, and q = q23 = e2g3 � e3g2. Since both exponents have to be non-negative integers,
we get a selection rule:

|q|  ŝ . (4.11)

We can also check that Eq. (4.10) reduces to the standard expression from [20] for q = 0.
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The general 3-point S-matrix    
2. Incoming massive, outgoing massive +  

massless, unequal mass
• Massive part:  

• Massless part regular spinors 
                         pairwise spinors 

• Most general massless part:  

• In sums                            and   

• Selection rule:  
eg.  

To see this, note that

( |wi |ri ){↵�} ⇠ O{↵�} ⌘ (p2){↵�̇ (p3)
�̇

�}

( |wi |ri )[↵�] ⇠ "↵� . (4.12)

where the two index tensors O{↵�} were defined in [20]. This can be seen from Eq. (3.4),
i.e.

(p2){↵�̇ (p3)
�̇

�} =
Ec

2 + Ec
3

2pc

⇣
p[+23

⌘

{↵�̇

⇣
p[�23

⌘ �̇

�}
= (Ec

2 + Ec
3) ( |wi |ri ){↵�} .

(4.13)

When q = 0, we get Eq. (4.27) of [20],

S0
{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}

=
1X

i=0

ãi
⇣
O

ŝ�i"i
⌘

{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}
.

(4.14)

• Incoming massive particle, outgoing massive particle + massless particle; unequal
mass case.

This is the electric-magnetic version of the two massive, one massless S-matrix from
[20]. In this case the S-matrix is the contraction of the massive part

⇣
h1|2s1

⌘{↵1...↵2s1}
⇣
h2|2s2

⌘{�1...�2s2}
, (4.15)

with the massless part constructed from two “regular” spinors:

(|ui↵ , |vi↵) = (|3i↵ , | 2 |3]↵) , (4.16)

with regular LG weights ⌥
1
2 , as well as the pairwise spinors

(|wi↵ , |ri↵) =
⇣���p[�23

E

↵
,
���p[+23

E

↵

⌘
, (4.17)

with pairwise LG weights ±
1
2 . Note that | 2 |p[�23 ]↵ is nothing but a LG invariant times���p[+23

E

↵
.

The general massive 3-point S-matrix for an initial spin s1 particle and an final spin
s2 particle is then

Sh,q, unequal
{↵1,...,↵2s1}{�1,...,�2s2}

=
CX

i=1

X

j,k

aijk hurimax(j+k,0)
hvwimax(�j�k,0)

⇣
|ui

ŝ
2�h�j

|vi
ŝ
2+h+k

|wi
ŝ
2�q+j

|ri
ŝ
2+q�k

⌘

{↵1,...,↵2s1}{�1,...,�2s2}
,

(4.18)
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ŝ
2�q+j

|ri
ŝ
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When q = 0, we get Eq. (4.27) of [20],
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ãi
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• Incoming massive particle, outgoing massive particle + massless particle; unequal
mass case.

This is the electric-magnetic version of the two massive, one massless S-matrix from
[20]. In this case the S-matrix is the contraction of the massive part

⇣
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⇣
h2|2s2

⌘{�1...�2s2}
, (4.15)

with the massless part constructed from two “regular” spinors:

(|ui↵ , |vi↵) = (|3i↵ , | 2 |3]↵) , (4.16)

with regular LG weights ⌥
1
2 , as well as the pairwise spinors
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↵
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���p[+23

E
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⌘
, (4.17)

with pairwise LG weights ±
1
2 . Note that | 2 |p[�23 ]↵ is nothing but a LG invariant times���p[+23

E

↵
.

The general massive 3-point S-matrix for an initial spin s1 particle and an final spin
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where ŝ = s1 + s2, and q = q23 = e2g3 � e3g2. Again C is the number of distinct tensor
structures. The j and k sums are over values that give non-negative exponents. In particu-
lar, they are in the intervals �

ŝ
2 + q  j  ŝ

2 � h and �
ŝ
2 � h  k 

ŝ
2 + q . These intervals

exist only if |h+ q|  ŝ, which gives us a selection rule. In particular,

s1 = s2 = 0 ! h = � q . (4.19)

• Incoming massive particle, outgoing massive particle + massless particle; equal mass
case.

When the two masses are equal, we know that huvi / p2 · p3 = 0, hence, u and v

are parallel. For constructing the S-matrix, therefore, we use only one of the two, say |ui.
However, the ratio x of the two is defined via13

mx |ui = |vi , (4.21)

and carries regular helicity of +1 for the particle 3, and can be used to satisfy the regular
helicity weight of the S-matrix. Similarly, hwri = 0 and we have the relation

huri2 x |wi ⇠ |ri , (4.22)

up to an overall LG invariant. Overall, the S-matrix is then constructed using x, |ui↵ , |wi↵
and ✏↵� . A solution consistent with the regular/pairwise helicity weight and the number of
required spinor indices is found to be

Sh,q,equl
{↵1...↵2s1}{�1...�2s2}

=
CX

i=1

X

j

jX

k=�j

xh+q+j
hurimax[2q+j�k,0]

hvwimax[�2q�j+k,0]
·

⇣
|uij+k

|wij�k ✏ŝ�j
⌘

{↵1...↵2s1}{�1...�2s2}
,

(4.23)

where the j sum extends over 0  j  ŝ. Note that while the powers of u,w, ✏ have to be
non-negative integers, there is no such requirement for the power of x.

• Incoming massive particle, two outgoing massless particles

In this case the S-matrix is the contraction of the massive part

⇣
h1|2s

⌘{↵1...↵2s}
(4.24)

13An alternative expression for this x-factor can be written as [20]

x =
h⇣|2|3]
m h⇣3i , (4.20)

where h⇣| is an arbitrary spinor which drops out of any physical calculation.
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ŝ
2 + q . These intervals
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⌘

{↵1...↵2s1}{�1...�2s2}
,

(4.23)
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The general 3-point S-matrix    
4. Incoming massive, two outgoing massless

• Massive part: 

• Massless part from regular spinors 
  and pairwise spinors 

• General expression:  

• With  

• Selection rule:     
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exist only if |h+ q|  ŝ, which gives us a selection rule. In particular,

s1 = s2 = 0 ! h = � q . (4.19)

• Incoming massive particle, outgoing massive particle + massless particle; equal mass
case.

When the two masses are equal, we know that huvi / p2 · p3 = 0, hence, u and v

are parallel. For constructing the S-matrix, therefore, we use only one of the two, say |ui.
However, the ratio x of the two is defined via13

mx |ui = |vi , (4.21)

and carries regular helicity of +1 for the particle 3, and can be used to satisfy the regular
helicity weight of the S-matrix. Similarly, hwri = 0 and we have the relation

huri2 x |wi ⇠ |ri , (4.22)

up to an overall LG invariant. Overall, the S-matrix is then constructed using x, |ui↵ , |wi↵
and ✏↵� . A solution consistent with the regular/pairwise helicity weight and the number of
required spinor indices is found to be

Sh,q,equl
{↵1...↵2s1}{�1...�2s2}

=
CX

i=1

X

j

jX

k=�j

xh+q+j
hurimax[2q+j�k,0]

hvwimax[�2q�j+k,0]
·

⇣
|uij+k

|wij�k ✏ŝ�j
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• Incoming massive particle, two outgoing massless particles

In this case the S-matrix is the contraction of the massive part

⇣
h1|2s

⌘{↵1...↵2s}
(4.24)
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with a massless part involving the regular spinors |ui↵ = |2i↵ , |vi↵ = |3i↵ and the pairwise
spinors |wi↵ =

���p[�23
E

↵
and |ri↵ =

���p[+23
E

↵
. The most general expression is

Sq
{↵1,...,↵2s} =

X

ij

aij
⇣
|uis/2�i��

|vis/2�j+�
|wis/2+j�q

|ris/2+i+q
⌘

{↵1,...,↵2s}
·

[uv]max[⌃+(s�i�j)/2 , 0]
huvimax[�⌃�(s+i+j)/2 , 0] (huwi [vr])

1
2max[i�j , 0] ([uw] hvri)

1
2max[j�i , 0] ,

(4.25)

with ⌃ = h2+h3, � = h2�h3. Again q = q23 = e2g3� e3g2, and the i and j sums are over
values in the intervals �s/2� q  i  s/2�� and �s/2 + q  j  s/2 +�, such that
all of the exponents are non-negative integers. These intervals exists only when |��q|  s,
which gives us another selection rule. In the non-magnetic q = 0 case, this gives us the
same selection rule as [20]. In particular, for a spin s coupling to h2 = �h3, we have

For q = 0 :

s = 0 ! h2 = h3 = 0
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The general 3-point S-matrix    
4. Incoming massive, two outgoing massless

• Agrees with usual selection rule for q=0  

                                                   massless h >1/2 can’t couple to current 

                                                                               massless h>1 can’t couple to stress tensor 

• For magnetic case even more restrictive q=±1/2  

• More restrictive because                        option not 
allowed      
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Partial wave expansion for magnetic case  
•  Expansion in the eigenbasis of Casimir operator 

• Pauli-Lubanski operator, eigenvalues of W2 are 
                       J is total angular momentum   

• Representation in spinor-helicity space (Witten): 

5 Partial Wave Decomposition for 2 ! 2 Electric-Magnetic S-matrix

Following [20] and [35], we can now perform a relativistic partial wave decomposition for
2 ! 2 electric-magnetic S-matrix elements14. In a Poincaré invariant setting, the partial
wave decomposition is nothing but the expansion in a complete eigenbasis of the Casimir
operator W 2, where Wµ is the Pauli-Lubanski operator defined by

Wµ
⌘

1

2
✏µ⌫⇢� P

⌫ M⇢� . (5.1)

In the above expression P ⌫ is the momentum operator and M⇢� is the Lorentz generator.
The eigenvalues of W 2 are given by �P 2 J (J +1) where J is the total angular momentum,
so clearly this is the relativistic version of a partial wave decomposition. The operators
Pµ, Mµ⌫ and Wµ act on the amplitude or parts of it. In particular, we will make use
of their representation as differential operators acting in spinor-helicity space [37]. In the
non-magnetic case and for massless particles, these are given by [37, 38]

(�µ)↵↵̇ Pµ
⌘ P↵↵̇ =

X

i

|ii↵ [i|↵̇

(�µ⌫)↵� Mµ⌫
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|ii{↵
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@ hi|�}

(�̄µ⌫)↵̇�̇ Mµ⌫
⌘ M̃↵̇�̇ = i

X

i

[i|{↵̇
@

@ |i] �̇}
, (5.2)

where the sum i is over a collection of particles. In the 2 ! 2 case we are interested in
the total angular momentum of particles 1 and 2, and so the sum will be over i = 1, 2.
The generalization of Eq. (5.2) for massive particles is straightforward [38, 39]: we bold the
spinors and contract their SU(2) LG indices. The Casimir operator W 2 is then expressible
as [35, 38]

W 2 =
P 2

8

h
Tr

�
M2

�
+ Tr

⇣
M̃2

⌘i
�

1

4
Tr

⇣
M P M̃ PT

⌘
. (5.3)

Eq. (5.2) can be straightforwardly generalized to our electric-magnetic case by treating the
regular and pairwise spinors on the same footing:
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14For a complementary approach to mapping all possible spinor structures for 4-point non-magnetic
amplitudes, see [36]
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where the sum is now over all pairs as well as individual particles in the state. It is easy to
see that
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with W 2 the Casimir associated with particles 1 and 2 and defined via Eq. (5.4). Similarly,
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. (5.6)

In other words, the eigenfunctions of W 2 are combinations of regular and pairwise spinors
with symmetrized spinor indices. The eigenvalues are �s j (j+1) where j is just the number
of uncontracted spinor indices, divided by 2. This is the same conclusion as in ref. [35],
only with the inclusion of of pairwise spinors in the definition of W 2. It is now natural to
expand the S-matrix in a complete eigenbasis of W 2 with eigenfunctions

W 2
B
J = � s J (J + 1) BJ . (5.7)

Following [35], we call the B
J basis amplitudes. The most general expansion then reads

S12!34 = N

X

J

(2J + 1)MJ(pc)B
J , (5.8)

where N ⌘
p
8⇡s is a normalization factor and M

J(pc) are coefficients15 satisfying

W 2
12 M

J(pc) = W 2
34 M

J(pc) = 0 . (5.9)

The eigenfunctions B
J are then nothing but symmetrized products of spinors,

B
J = CJ ; in

{↵1,...,↵2j}C
J ; out; {↵1,...,↵2j} , (5.10)

where

W 2
12 CJ ; in

{↵1,...,↵2J} = � s J (J + 1)CJ ; in
{↵1,...,↵2J}

W 2
34 CJ ; out; {↵1,...,↵2J} = � s J (J + 1)CJ ; out; {↵1,...,↵2J} . (5.11)

In the above expression W 2
12 and W 2

34 are the Casimir operators associated with particles
1,2 and 3,4, respectively. The coefficient functions MJ(pc) are angular momentum singlets,
and so they can only depend on the energy scale of the scattering, given by the COM
momentum pc . Inspired by the Wigner-Eckart theorem, we call them “reduced matrix
elements”. They contain the dynamical information of the scattering process, as opposed
to the angular dependence that is fixed for every partial wave. The coefficients CJ ; in/out,

15We also added the factor (2J + 1) as part of normalization so that the partial wave unitarity equation
is expressed in a simple form in terms of MJ(pc) Eq. (8.8).
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•  Eigenfunctions of W2 symmetrized products of 
ordinary and pairwise spinors  

• Partial wave decomposition: 

• The        are basis amplitudes 

•       contain all angular dependence  

Partial wave expansion for magnetic case  
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•                 are reduced matrix elements - contain 
information on dynamics 

•                     normalization factor  

• Shu et al. ’20:  

• The                     are generalized Clebsch-Gordan 
tensors, completely fixed by group theory.  

Partial wave expansion for magnetic case  
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•  Apply selection rule: 

• Lowest partial wave amplitude depends on q - as 
expected from NRQM  

• Extract the J=|q|-1/2 lowest partial wave basis 
spinors 

• The form of the 3pt S-matrix for q>0:  

Fermion charge+scalar monopole scattering 

ŝ =
1

2
+ 0 + J � |q| ! J � |q|� 1

2

ŝ = |q|, and for q > 0 the only valid 3-point S-matrix element is

S3-pt,in
q>0 = a

D
f p[+fM

E D
J p[+fM

E2|q|�1
. (6.2)

As explained in the previous section there is only one a coefficient, which we absorb in the
reduced matrix element M

J=|q|�1/2. Stripping away the hJ|↵ part, we find

C |q|�1/2; in
q>0 =

D
f p[+fM

E ✓���p[+fM
E2|q|�1

◆

{↵1,...,↵2|q|�1}

, (6.3)

and a similar one for the out state. Contracting the generalized Clebsch-Gordan factors for
the in- and out-states, we find the basis amplitude17

B
|q|�1/2
q>0 =

D
f p[+fM

ED
f 0 p[+f 0M 0

E

4p2c

0

@

D
p[+fMp[+f 0M 0

E

2pc

1

A
2|q|�1

. (6.4)

We can repeat the exercises for q < 0, obtaining

B
|q|�1/2
q<0 =

D
f p[�fM

ED
f 0 p[�f 0M 0

E

4p2c

0

@

D
p[�fMp[�f 0M 0

E

2pc

1

A
2|q|�1

. (6.5)

6.2 The massless limit

In the massless fermion limit the particles are labeled by their helicity. Overall there are
four possible choices, namely helicity ±

1
2 for the initial fermion (particle 1) and helicity ±

1
2

for the final fermion (particle 3). In our all-outgoing convention, the helicity flip process
involves the same helicity for the initial state and the final state fermions, while in the
non-flip process they have opposite helicity.

The allowed processes for external fermions of charge e are

Helicity non-flip : f + M ! f + M , f̄ † + M ! f̄ † + M

Helicity flip : f + M ! f̄ † + M , f̄ † + M ! f + M . (6.6)

We first consider the last process in Eq. (6.6), the right-handed incoming fermion (he-
licity +1/2) and the left-handed outgoing fermion (helicity �1/2). In the out-out formalism
this corresponds to both fermions having helicity �1/2. We can take the massless limit of
Eqs (6.4) and (6.5) by simply unbolding hf | , hf 0| spinors [20].

B
|q|� 1

2 =

D
f p[±fM

ED
f 0 p[±f 0M 0

E

4p2c

0

@

D
p[±fMp[±f 0M 0

E

2pc

1

A
2|q|�1

for sgn(q) = ±1 (6.7)

17Since we aim to determine the S-matrix up to reduced matrix element MJ(pc) we rescale our expression
by powers of pc to make the basis amplitude dimensionless.
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•  To see physics contained consider massless limit  

• This is the case when we expect only helicity flip 
amplitudes (Kazama et al) 

• In principle 4 allowed processes by quantum 
numbers 

•        LH fermions 
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2|q|�1

for sgn(q) = ±1 (6.7)

17Since we aim to determine the S-matrix up to reduced matrix element MJ(pc) we rescale our expression
by powers of pc to make the basis amplitude dimensionless.
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•  The                   depend on the spinors of the in/out 
states, saturate the LG and pairwise LG quantum 
numbers of the S-matrix  

• They can be read off from the 1+2→J and J→3+4 
S-matrix constructions by peeling off the spinors 
corresponding to intermediate J state 

• Example: scalar charge+monopole → J, q=-1 

• Only one contraction in this case: 

Partial wave expansion for magnetic case  

where the sum is now over all pairs as well as individual particles in the state. It is easy to
see that

W 2
h12i = W 2

D
p[±12 2

E
= W 2

D
p[±12 1

E
= W 2

D
p[±12 p

[⌥
12

E
= 0 , (5.5)

with W 2 the Casimir associated with particles 1 and 2 and defined via Eq. (5.4). Similarly,

W 2
��� 1[

E

{↵

���p[�12
E

�}
= � s 1(1 + 1)

��� 1[
E

{↵

���p[�12
E

�}
. (5.6)

In other words, the eigenfunctions of W 2 are combinations of regular and pairwise spinors
with symmetrized spinor indices. The eigenvalues are �s j (j+1) where j is just the number
of uncontracted spinor indices, divided by 2. This is the same conclusion as in ref. [35],
only with the inclusion of of pairwise spinors in the definition of W 2. It is now natural to
expand the S-matrix in a complete eigenbasis of W 2 with eigenfunctions

W 2
B
J = � s J (J + 1) BJ . (5.7)

Following [35], we call the B
J basis amplitudes. The most general expansion then reads

S12!34 = N

X

J

(2J + 1)MJ(pc)B
J , (5.8)

where N ⌘
p
8⇡s is a normalization factor and M

J(pc) are coefficients15 satisfying

W 2
12 M

J(pc) = W 2
34 M

J(pc) = 0 . (5.9)

The eigenfunctions B
J are then nothing but symmetrized products of spinors,

B
J = CJ ; in

{↵1,...,↵2j}C
J ; out; {↵1,...,↵2j} , (5.10)

where

W 2
12 CJ ; in

{↵1,...,↵2J} = � s J (J + 1)CJ ; in
{↵1,...,↵2J}

W 2
34 CJ ; out; {↵1,...,↵2J} = � s J (J + 1)CJ ; out; {↵1,...,↵2J} . (5.11)

In the above expression W 2
12 and W 2

34 are the Casimir operators associated with particles
1,2 and 3,4, respectively. The coefficient functions MJ(pc) are angular momentum singlets,
and so they can only depend on the energy scale of the scattering, given by the COM
momentum pc . Inspired by the Wigner-Eckart theorem, we call them “reduced matrix
elements”. They contain the dynamical information of the scattering process, as opposed
to the angular dependence that is fixed for every partial wave. The coefficients CJ ; in/out,

15We also added the factor (2J + 1) as part of normalization so that the partial wave unitarity equation
is expressed in a simple form in terms of MJ(pc) Eq. (8.8).
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on the other hand, are generalized Clebsch-Gordan coefficients [35].16 These coefficients
are completely fixed by group theory, and we can easily find them using an elegant trick
from [20, 35]. Simply put, the Clebsch-Gordan coefficient connecting the particles i and j

to the total angular momentum J is directly extracted from the 3-point S-matrix element
with the particles i and j and a massive, spin J particle. For example, if 1 and 2 are two
massive scalar dyons with q12 = �1, the corresponding 3-point S-matrix element is

S
�
10, 20 |3J

�
q12=�1

= a
D
3 p[�12

EJ+1 D
3 p[+12

EJ�1
. (5.12)

Since there is only one relevant tensor structure for this S-matrix (see Eq. (4.10)), we have
only one coefficient a. This will change when we include non-scalar particles — for example
with a massive fermion f and a scalar there are two possible tensor structures, depending
on which spinor is contracted with |f ]. The corresponding generalized Clebsch-Gordan part
can be directly read off from this 3-point S-matrix element by stripping off the spinors h3|↵

corresponding to the massive spin J ,

⇣
CJ ; in
0,0,�1

⌘

{↵1,...,↵2J}
=

✓���p[�12
EJ+1 ���p[+12

EJ�1
◆

{↵1,...,↵2J}
, (5.13)

where the subscript (0, 0,�1) indicates (s1, s2, q12) and we have normalized away the a

coefficient.

6 Fermion-Monopole Scattering: Lowest Partial Wave and Helicity Flip

As an illustrative application of our generalized amplitude formalism we now consider scat-
tering of an electrically charged fermion with charge e off a massive magnetic monopole
with magnetic charge g (with q = eg), reproducing the well known results of ref. [21]. In
this section we eamine the lowest partial wave process, (J = |q| � 1

2), and derive the cele-
brated helicity flip amplitude. In section 7 we apply our formalism to higher partial wave
processes.

6.1 Massive Fermion

It is convenient to start with a massive Dirac fermion denoted by

 =

 
f

f̄ †

!
, (6.1)

where f, f̄ are both LH Weyl fermions with opposite charges e and �e.
The J = |q|� 1

2 Clebsch-Gordan coefficient for the in state can be obtained by taking
s1 ⌘ sf = 1/2, s2 ⌘ sM = 0 and s3 ⌘ sJ = J = |q| � 1/2 in Eq. (4.10). That means that

16To be more precise, our CJ; in/out are not really coefficients, they are SL(2,C) tensors.
The generalized Clebsch-Gordan coefficients defined in [35] is given in terms of our CJ; in/out by
CJ; in/out;{↵1...,↵2J}�I1

↵1
· · ·�I2J

↵2J .
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Fermion charge+scalar monopole scattering 
•  Let’s apply our results to the most famous 
example: scattering f+M→f+M, arbitrary q 

• CJ is extracted from 3 massive 3pt S-matrix 

• Selection rule:  

��

)HUPLRQ���0RQRSROH�6FDWWHULQJ

H /

H�Ƿ�� /Ƿ

Ɣ .GVǷU�NQQM�CV�C�OCUUKXG�HGTOKQPKE�EJCTIG�CPF�C�OCUUKXG�UECNCT�OQPQRQNG

Ɣ 6JG�&�,�KU�GZVTCEVGF�HTQO�VJG�Ǻ��OCUUKXGǻ���RV�CORNKVWFG�YKVJ�UGNGEVKQP�TWNG�

ż ͲP�VJKU�ECUG�������Ĕ� �~�������,�Ȣ�^S^�����������������������,�Ȣ�^S^��~

ż 6JG�,�HQT�NQYGUV�RCTVKCN�YCXG�FGRGPFU�VJG�RCKTYKUG�JGNKEKV[

ż 6JKU�KU�VJG�TGNCVKXKUVKE�IGPGTCNK\CVKQP�QH�VJG�043/�OQFKȤECVKQP�QH�VJG�CPIWNCT�
OQOGPVWO�QRGTCVQT�

Ɣ .GVǷU�HQEWU�QP�VJG�NQYGUV�RCTVKCN�YCXG����,� ^S^��~���CPF�GZVTCEV��&�,�

n+
23�n�

23 = �2q23 = 2, and so we have n+
23 = 3, n�

23 = 1. The S-matrix for positive helicity
fermions is then

S
⇣
1s=1

| 2�1/2, 3�1/2
⌘

q23=�1
⇠

D
2p[�23

ED
p[+23 3

E D
1 p[�23

E2
. (4.8)

up to a LG invariant. Note that the S-matrix for h2 = �h3 = 1/2 is forbidden in this case,
due to the fact that

h
p[�23 3

i
= 0.

4.4 All electric-magnetic 3-point S-matrix elements

The examples above give us a flavor of how to construct electric-magnetic S-matrix elements
up to LG invariants. In the case of 3-point S-matrix elements, we can make the discussion
even more concrete and write down systematic expressions and selection rules for electric-
magnetic S-matrix elements. These are modifications of the general 3-point amplitudes
derived in [20], when the three scattering particles can have magnetic charge. Without loss
of generality, we choose one massive particle (that may be a dyon) in the incoming state,
and two particles (that may also be dyons) in the outgoing state. Note that our expressions
extend the ones presented in [20] to the case of electric-magnetic scattering, and reduce
to them when q = 0 for the outgoing states. Below, whenever we call a particle “dyon”,
we mean that it may, or may not, have a magnetic charge. In all our cases, the decaying
particle may be any kind of “dyon”.

• Incoming massive particle, two outgoing massive particles

In this case the S-matrix is the contraction of the massive part (in the notation of [20])

⇣
h1|2s1

⌘{↵1...↵2s1}
⇣
h2|2s2

⌘{�1...�2s2}
⇣
h3|2s3

⌘{�1...�2s3} (4.9)

with a massless part involving the pairwise spinors |wi↵ ⌘

���p[�23
E

↵
and |ri↵ ⌘

���p[+23
E

↵
(with

pairwise helicities ±1
2), which saturates the pairwise LG transformation. The most general

expression is

Sq

{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}
=

CX

i=1

ai
⇣
|wiŝ�q

|riŝ+q
⌘

{↵1,...,↵2s1}{�1,...,�2s2}{�1,...,�2s3}
,

(4.10)

where ŝ = s1 + s2 + s3, C counts all the possible ways to group the spinors into ↵, � and �

indices, and q = q23 = e2g3 � e3g2. Since both exponents have to be non-negative integers,
we get a selection rule:

|q|  ŝ . (4.11)

We can also check that Eq. (4.10) reduces to the standard expression from [20] for q = 0.
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• Stripping away the J spinors:  

• Similarly for the out state. Contracting get basis 
spinors: 

• Similar for q<0:   

Fermion charge+scalar monopole scattering 

ŝ = |q|, and for q > 0 the only valid 3-point S-matrix element is

S3-pt,in
q>0 = a

D
f p[+fM

E D
J p[+fM

E2|q|�1
. (6.2)

As explained in the previous section there is only one a coefficient, which we absorb in the
reduced matrix element M

J=|q|�1/2. Stripping away the hJ|↵ part, we find

C |q|�1/2; in
q>0 =

D
f p[+fM

E ✓���p[+fM
E2|q|�1

◆

{↵1,...,↵2|q|�1}

, (6.3)

and a similar one for the out state. Contracting the generalized Clebsch-Gordan factors for
the in- and out-states, we find the basis amplitude17

B
|q|�1/2
q>0 =

D
f p[+fM

ED
f 0 p[+f 0M 0

E

4p2c

0

@

D
p[+fMp[+f 0M 0

E

2pc

1

A
2|q|�1

. (6.4)

We can repeat the exercises for q < 0, obtaining

B
|q|�1/2
q<0 =

D
f p[�fM

ED
f 0 p[�f 0M 0

E

4p2c

0

@

D
p[�fMp[�f 0M 0

E

2pc

1

A
2|q|�1

. (6.5)

6.2 The massless limit

In the massless fermion limit the particles are labeled by their helicity. Overall there are
four possible choices, namely helicity ±

1
2 for the initial fermion (particle 1) and helicity ±

1
2

for the final fermion (particle 3). In our all-outgoing convention, the helicity flip process
involves the same helicity for the initial state and the final state fermions, while in the
non-flip process they have opposite helicity.

The allowed processes for external fermions of charge e are

Helicity non-flip : f + M ! f + M , f̄ † + M ! f̄ † + M

Helicity flip : f + M ! f̄ † + M , f̄ † + M ! f + M . (6.6)

We first consider the last process in Eq. (6.6), the right-handed incoming fermion (he-
licity +1/2) and the left-handed outgoing fermion (helicity �1/2). In the out-out formalism
this corresponds to both fermions having helicity �1/2. We can take the massless limit of
Eqs (6.4) and (6.5) by simply unbolding hf | , hf 0| spinors [20].

B
|q|� 1

2 =

D
f p[±fM

ED
f 0 p[±f 0M 0

E

4p2c

0

@

D
p[±fMp[±f 0M 0

E

2pc

1

A
2|q|�1

for sgn(q) = ±1 (6.7)

17Since we aim to determine the S-matrix up to reduced matrix element MJ(pc) we rescale our expression
by powers of pc to make the basis amplitude dimensionless.
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• Going from massive to massless (“unbolding”) 

• Start with                               helicity flip (in out-out 
formalism both fermions -1/2 helicity)  

• Vanishes for q>0 since  

• Non-vanishing for q<0      

Fermion charge+scalar monopole scattering 
- the massless limit 

��

6XUSULVH�DW�WKH�/RZHVW�3:���+HOLFLW\�)OLS�
Ɣ $U�KP�$TMCPK�+COGF�GV�CN��Ƕ����YG�VCMG�VJG��OHĂ���NKOKV�D[�WPDQNFKPI�VJG�OCUUKXG�URKPQTU
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J�� ��~ J�� �~

2�EQPLWICVG�QH�䚾��୫Ű�
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In the massless fermion limit the particles are labeled by their helicity. Overall there are
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for the final fermion (particle 3). In our all-outgoing convention, the helicity flip process
involves the same helicity for the initial state and the final state fermions, while in the
non-flip process they have opposite helicity.

The allowed processes for external fermions of charge e are

Helicity non-flip : f + M ! f + M , f̄ † + M ! f̄ † + M

Helicity flip : f + M ! f̄ † + M , f̄ † + M ! f + M . (6.6)

We first consider the last process in Eq. (6.6), the right-handed incoming fermion (he-
licity +1/2) and the left-handed outgoing fermion (helicity �1/2). In the out-out formalism
this corresponds to both fermions having helicity �1/2. We can take the massless limit of
Eqs (6.4) and (6.5) by simply unbolding hf | , hf 0| spinors [20].
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We further note that the helicity flip amplitude Eq. (6.7) is only non-trivial for q < 0.
Indeed, in the mi ! 0 limit the spinor
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is parallel to |ii and, according to Eq. (3.12),
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=

D
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E
= 0. The vanishing of the S-matrix element for q > 0 has a simple

intuitive physical explanation. When q > 0 the EM field component of the magnetically
modified angular momentum operator (2.8) points towards the monopole and has eigen-
values q, q + 1, q + 2, . . . Since we are considering the right-handed incoming fermion the
minimal value of the z-component of the total angular momentum will be q+ 1/2 which is
not part of the lowest partial wave state corresponding to J = |q|� 1/2. One can similarly
see that the outgoing left-handed particle can not be a part of the lowest partial wave when
q > 0.

Similarly, let us consider the helicity-flip amplitude where the incoming fermion is
left-handed while the outgoing fermion is right-handed. In the out-out formalism this cor-
responds to both massless fermions having helicity +1

2 . In this case we can’t simply unbold
the hf | , hf 0| spinors, but instead have to replace them with the Parity-conjugates18 of hf |
and hf 0

|, denoted by h⌘̂f | ,
⌦
⌘̂f 0

��,

B
|q|� 1

2 =

D
⌘̂f p

[±
fM

ED
⌘̂f 0 p[±f 0M 0

E

4p2c

0

@

D
p[±fMp[±f 0M 0

E

2pc

1

A
2|q|�1

for sgn(q) = ±1 (6.8)

This time, Eq. (3.12) tells us that
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E
= 0, and so the S-matrix

vanishes for q < 0. Once again, there is a simple physical explanation of this fact: neither
a left-handed incoming particle nor a right-handed outgoing particle can be a be part of
the J = |q| � 1

2 partial wave when q < 0. Therefore, we find that the only non-vanishing
amplitude basis for the helicity-flip process is given by
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where once again we used Eq. (3.12).
One can similarly show that, regardless of the sign of q, the S-matrix element van-

ishes for the two remaining helicity choices:
�
±

1
2 ,⌥

1
2

�
. Mathematically, this is the con-

sequence of the fact that now the amplitude basis is proportional to a factor of the formD
f p[±fM

ED
⌘̂f 0 p[±f 0M 0

E
, and this vanishes for either choice of sgn(q). Physically, this happens

because for the helicity-non-flip process either incoming or outgoing fermion can not be a
part of the lowest partial wave. In other words, at the lowest partial wave helicity-non-flip
process can not occur.

18We use the properly normalized h⌘̂i| instead of h⌘i| = mi h⌘̂i| and absorb the normalization in our
reduced matrix element.
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•  Intuitive explanation: field contribution to angular 
momentum q - has eigenvalues q,q+1,q+2,… 

• For RH incoming fermion minimal z-component of 
total angular momentum q+1/2  

• But we are looking at lowest J=|q|-1/2 - doesn’t have 
q+1/2 z-component… 

• Similarly for q<0 we only get the 
helicity flip process non-vanishing.  

Fermion charge+scalar monopole scattering 
- the massless limit 
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S3-pt,in
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. (6.2)

As explained in the previous section there is only one a coefficient, which we absorb in the
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6.2 The massless limit

In the massless fermion limit the particles are labeled by their helicity. Overall there are
four possible choices, namely helicity ±

1
2 for the initial fermion (particle 1) and helicity ±

1
2

for the final fermion (particle 3). In our all-outgoing convention, the helicity flip process
involves the same helicity for the initial state and the final state fermions, while in the
non-flip process they have opposite helicity.

The allowed processes for external fermions of charge e are

Helicity non-flip : f + M ! f + M , f̄ † + M ! f̄ † + M

Helicity flip : f + M ! f̄ † + M , f̄ † + M ! f + M . (6.6)

We first consider the last process in Eq. (6.6), the right-handed incoming fermion (he-
licity +1/2) and the left-handed outgoing fermion (helicity �1/2). In the out-out formalism
this corresponds to both fermions having helicity �1/2. We can take the massless limit of
Eqs (6.4) and (6.5) by simply unbolding hf | , hf 0| spinors [20].
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• Going from massive to massless (“unbolding”) 

• Start with                               helicity flip (in out-out 
formalism both fermions -1/2 helicity)  

• Vanishes for q>0 since  

• Non-vanishing for q<0      

Fermion charge+scalar monopole scattering 
- the massless limit 
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S3-pt,in
q>0 = a
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As explained in the previous section there is only one a coefficient, which we absorb in the
reduced matrix element M

J=|q|�1/2. Stripping away the hJ|↵ part, we find
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and a similar one for the out state. Contracting the generalized Clebsch-Gordan factors for
the in- and out-states, we find the basis amplitude17
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6.2 The massless limit

In the massless fermion limit the particles are labeled by their helicity. Overall there are
four possible choices, namely helicity ±

1
2 for the initial fermion (particle 1) and helicity ±

1
2

for the final fermion (particle 3). In our all-outgoing convention, the helicity flip process
involves the same helicity for the initial state and the final state fermions, while in the
non-flip process they have opposite helicity.

The allowed processes for external fermions of charge e are

Helicity non-flip : f + M ! f + M , f̄ † + M ! f̄ † + M

Helicity flip : f + M ! f̄ † + M , f̄ † + M ! f + M . (6.6)

We first consider the last process in Eq. (6.6), the right-handed incoming fermion (he-
licity +1/2) and the left-handed outgoing fermion (helicity �1/2). In the out-out formalism
this corresponds to both fermions having helicity �1/2. We can take the massless limit of
Eqs (6.4) and (6.5) by simply unbolding hf | , hf 0| spinors [20].

B
|q|� 1

2 =

D
f p[±fM

ED
f 0 p[±f 0M 0

E

4p2c

0

@

D
p[±fMp[±f 0M 0

E

2pc

1

A
2|q|�1

for sgn(q) = ±1 (6.7)

17Since we aim to determine the S-matrix up to reduced matrix element MJ(pc) we rescale our expression
by powers of pc to make the basis amplitude dimensionless.
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ŝ = |q|, and for q > 0 the only valid 3-point S-matrix element is

S3-pt,in
q>0 = a
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6.2 The massless limit

In the massless fermion limit the particles are labeled by their helicity. Overall there are
four possible choices, namely helicity ±

1
2 for the initial fermion (particle 1) and helicity ±

1
2

for the final fermion (particle 3). In our all-outgoing convention, the helicity flip process
involves the same helicity for the initial state and the final state fermions, while in the
non-flip process they have opposite helicity.

The allowed processes for external fermions of charge e are

Helicity non-flip : f + M ! f + M , f̄ † + M ! f̄ † + M

Helicity flip : f + M ! f̄ † + M , f̄ † + M ! f + M . (6.6)

We first consider the last process in Eq. (6.6), the right-handed incoming fermion (he-
licity +1/2) and the left-handed outgoing fermion (helicity �1/2). In the out-out formalism
this corresponds to both fermions having helicity �1/2. We can take the massless limit of
Eqs (6.4) and (6.5) by simply unbolding hf | , hf 0| spinors [20].
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We further note that the helicity flip amplitude Eq. (6.7) is only non-trivial for q < 0.
Indeed, in the mi ! 0 limit the spinor
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is parallel to |ii and, according to Eq. (3.12),
D
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=

D
f 0 p[+f 0M 0

E
= 0. The vanishing of the S-matrix element for q > 0 has a simple

intuitive physical explanation. When q > 0 the EM field component of the magnetically
modified angular momentum operator (2.8) points towards the monopole and has eigen-
values q, q + 1, q + 2, . . . Since we are considering the right-handed incoming fermion the
minimal value of the z-component of the total angular momentum will be q+ 1/2 which is
not part of the lowest partial wave state corresponding to J = |q|� 1/2. One can similarly
see that the outgoing left-handed particle can not be a part of the lowest partial wave when
q > 0.

Similarly, let us consider the helicity-flip amplitude where the incoming fermion is
left-handed while the outgoing fermion is right-handed. In the out-out formalism this cor-
responds to both massless fermions having helicity +1

2 . In this case we can’t simply unbold
the hf | , hf 0| spinors, but instead have to replace them with the Parity-conjugates18 of hf |
and hf 0

|, denoted by h⌘̂f | ,
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This time, Eq. (3.12) tells us that
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=

D
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E
= 0, and so the S-matrix

vanishes for q < 0. Once again, there is a simple physical explanation of this fact: neither
a left-handed incoming particle nor a right-handed outgoing particle can be a be part of
the J = |q| � 1

2 partial wave when q < 0. Therefore, we find that the only non-vanishing
amplitude basis for the helicity-flip process is given by
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where once again we used Eq. (3.12).
One can similarly show that, regardless of the sign of q, the S-matrix element van-

ishes for the two remaining helicity choices:
�
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2 ,⌥
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�
. Mathematically, this is the con-

sequence of the fact that now the amplitude basis is proportional to a factor of the formD
f p[±fM

ED
⌘̂f 0 p[±f 0M 0

E
, and this vanishes for either choice of sgn(q). Physically, this happens

because for the helicity-non-flip process either incoming or outgoing fermion can not be a
part of the lowest partial wave. In other words, at the lowest partial wave helicity-non-flip
process can not occur.

18We use the properly normalized h⌘̂i| instead of h⌘i| = mi h⌘̂i| and absorb the normalization in our
reduced matrix element.
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