
WELCOME TO THE CLUB 



HOW DID I GET TO KNOW  HITOSHI 



HAGIWARA SCHOOL(萩原スクール）1990 

• Lecture by Hikasa, and "虎の穴” (giving different project to 

each of them ) by Hagiwara 


• example:


• "W or Z boson production at e+e- collider" , HELAS (helicitiy 
amplitude package) Murayama Watanabe Hagiwara 


• "top quark pair production near threshold"  Yukinari Sumino and 
Hitoshi Murayama ( 1992) 　


• "Three jet distribution from the one loop Zgg vertex at e+ e- 
colliders" (1990) "Grand unification threshold effects" with  Yoichi 
Yamada 

Hikasa Hagiwara 
Hitoshi Murayama ( early 90's) 
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History
1991

1994

2002

2006

2011

2014

HELAS

MadGraph

MadEvent

MG/MEv4

MadGraph5

MadGraph5_
aMC@NLO

• Suite of Routine, which allow to write 
the matrix element for any (SM) 
process

• Computing Matrix Element for a fixed 
Helicity and sum over the helicities.

Madgraph is started in Japan



MY PHENO RESEARCH AT KEK(I)
• My husband (Shinichi) got PD position of KEK, and I spent the last year of my 
PhD course in KEK, “Sneak in Hagiwara-school”.  

• then got JSPS fellowship on string theory and start to working on pheno 
under the supervision of Hikasa-san  

• Easy to talk with Experimentalists 

Theory Group 

Kamioka  group 

Atsuto Suzuki AKIRA 


YAMAMOTO 

2nd floor of Kenkyu Honkan 

THE 3RD FLOOR  PS GROUP   (YOSHITAKA  KUNO) 

Tanimori BESS 

experiment 

snapshot in 1990

salon

 

Tsukuba 

lattice 


cat entrance

with human powered 


autodoor 

Prof. Nyanko 

東島



MY PHENO RESEARCH IN KEK 

• project with Kamiokande group in KEK.   Limit of dark matter 
pair annihilation in the earth/sun with Masaki Mori.  

• Started a project with Manuel Drees  (VAX phone 
collaboration)  →Nishina fellow (at SLAC) , Madison PD from 
Aug 1992.  

• SUSY spectrum(239), Higgs sector(218), relic density(766), 
detection (380)  1603 citation for 4 papers  Less gender 
bias in US.  

• 1993  AP position in KEK 

P hys ics  Le tte rs  B 270 ( 1991 ) 89-96 
North-Holla nd PHYSICS LETTERS B 

S e arch for ne utra lino  dark matte r in Ka mio ka nde  

M. Mori, M.M. Nojiri ~,2, y.  Oyama, A. S uzuki, K. Takahas hi, M. Ya ma da  
National Laboratory for High Energy Phys ics  (KEK), Tsukuba, lbaraki 305, Japan 

H. Take i, K. Miyano, H. Miyata  
Niigata University, Niigata, Niigata 950-21, Japan 

K.S . Hirata, K. Inoue , T. Is hida, T. Kajita, K. Kihara, M. Nakahata, K. Nakamura, N. S ato 3, 
Y. S uzuki, Y. Tots uka, Y. Yaginuma 4 
Ins titute  for Cosmic R ay Research, Univers ity o f Tokyo, Tanashi, Tokyo 188, Japan 

M. Kos hiba, K. Nis hijima  
Tokai University, S hibuya, Tokyo 151, Japan 

T. S uda, T. Tajima 5 
Department o f Physics, Kobe  University, Kobe , Hyogo 657, Japan 

Y. Fukuda, E. Kode ra, Y. Nagas hima, M. Takita  
Department o f Physics , Osaka University, Toyonaka, Osaka 560, Japan 

K. Kane yuki, T. Ta nimori 
Department o f Physics , Tokyo Ins titute  o f Technology, Meguro, Tokyo 152, Japan 

E.W. Be ie r, E.D. Frank, W. Frati, S .B. Kim 6, A.K. Mann, F.M. Ne wcome r, R. Van Be rg a nd 
W. Zhang 7 
Department o f Physics , Univers ity o f Pennsylvania, Philadelphia, PA 19104, US A 

Re ce ive d 26 J une  1991 

A s e a rch ha s  be e n ma de  for upwa rd-gning muons  in the  Ka mioka nde  de te ctor a s  a  pos s ible  s igna l from ne utra lino da rk ma tte r 
ca pture d in the  Ea rth. We found the  upwa rd-going muon flux from the  Ea rth is  cons is te nt with tha t produce d by the  a tmos phe ric  
ne utrinos . As s uming the  ga lactic ha lo conta ins  ne utra lino da rk ma tte r, this  re s ult provide s  limits  on the  ne utra lino ma s s  in the  
re gion 30-80 Ge V a nd gives  s tringe nt cons tra ints  on the  a llowe d re gions  o f the  pa ra me te r s pa ce  in the  fra me work o f the  minima l 
s upe rs ymme tric s ta nda rd mode l. 

' J S P S  Fe llows hips  for J a pa ne s e  J unior S cie ntis ts . 
2 Work pa rtia lly s upporte d by the  Gra nt-in-Aid for S cie ntific 

Re s e a rch from the  Minis try o f Educa tion, Science  a nd  Cul- 
ture  (~02952050). 

3 P re s e nt a ddre s s : Na tiona l La bora tory for High Energy P hys - 
ics  (KEK), Tsukuba , Iba ra ki 305, J a pa n. 

4 P re s e nt a ddre s s : Ins titute  o f Indus tria l Science , Unive rs ity o f 
Tokyo, Roppongi, Tokyo 106, J a pa n. 

5 P re s e nt a ddre s s : Ma ruze n Co., Ltd., Nihonba s hi, Tokyo 103, 
J a pa n. 

6 P re s e nt a ddre s s : Unive rs ity o f Michigan, Ann Arbor, MI 
48109, USA. 
P re s e nt a ddre s s : Los  Ala mos  Na tiona l La bora tory, Los  Ala- 
mos , NM 87545, USA. 

0370-2693/91/$ 03.50 © 1991 Els e vie r S cie nce  P ublis he rs  B.V. All rights  re s e rve d. 89 

M. N  (1991)

Manuel Drees 

Masaki Mori  

from ICRR web site



Linear Collider

WORKING WITH EXPERIMENTAL GROUPS

• 1995 Okada, Murayama with JLC group "Precision study of supersymmetry”  
chargino and neutralino  

• 1995 Nojiri and JLC group  "slepton and coupling measurement ".   

• Significant part  of Snowmass 1996 and 2001 e+e- collider study are from 
Japan

Keisuke Fujii 

LHC(YITP, Kyoto U as associate Professor→KEK from 2006)  

Fight with Ian Hinchilife  

in Snowmass 

collaboration with Kawagoe-san accepted ATLAS SUSY group (Ian, and 
Frank Paige)   
Preaching LHC physics and LHC toolkit chain in Japan 
Did Les Houches workshop convener twice.  
              ( met Gavin Salam, other  event generator authors )  
Start getting prenerly talks in Pascos, SUSY 
                                       (2004, 2006, 2008, and 2011)  

Takeuchi

Frank Paige 



DONEC QUIS NUNC

The Night before the 
LHC 

The accelerator is aligned  with care,
in hopes  beams  soon would be there

.
Mihoko M. Nojiri  

(KEK & IPMU) 

’Twas the night before Christmas, 

when all through the house
Not a creature was stirring, not even a mouse;

The stockings were hung by the chimney with care,
In hopes that St. Nicholas soon would be there;

by Clement Clarke Moore

 

The Night before 
Christmas

a famous poem 

My SUSY 2008 talk, July  16-21

Affiliation is important



DONEC QUIS NUNC
Not quite “full scale“ this year but 

• I gave this talk in 2006, when it was  scheduled in 2007. 

• Though, it is not quite  in 14TeV,  LHC seems to be starting  this year.  10 
TeV by Oct?  GLAST also launched on  June 11, 2008, and working so far.  
Good year? 

• We all hopes something new, “the gift”,                   and you   must have 
your special plans for “the night before the LHC”  (the item may vary from 
CMSSM minimum to  unparticle, though. ) 

• Most likely the era of “freedom of model building”  (SUSY, e-dim, black 
holes, branes....) will over.  There will be more data, more constraints, 
more handle

• but when? and how?  

This talk is before LHC incident at Oct 16  2008



 START UP OF IPMU 
• I was  not related to IPMU at the WPI application stage.  

• KEK was also applying to WPI and I knew it was not successful, then 
I got an e-mail from Hitoshi asking me to serve as PI, either 
externally or moving to Tokyo University, and I agreed to be an 
external PI.   

• Many things were uncertain.  ex: Yoshida-san found that moving in 
IPMU might reduce the total lifetime income(!) 

•  I still do not feel comfortable  the WPI structure that a very few 
people do all administrative works.  

• Some people openly said that I should move IPMU because there 
were  no women etc. and I was very embarrassed. 



EARTHQUAKE(2011.3.11)→FUKUSHIMA ACCIDENT 

• PDs were flying back home temporaly 
and took some time to return.   

• Radiation in Kashiwa was relatively 
higher among Tokyo-areas.  

• I spent 1.5 years  doing public 
outreaches　(confirmation bias 
developed the non-scientific concerns.  ) 

• radiation lectures on 2011.4.30, 
nakedloft in May,  “geiger counter 
meeting” (2011.6.11) Kashiwa(UDCK)  
event with Tasaki-san 2012.3.10 

• Hitoshi asked me to give a lecture in 
IPMU.  I did it but I felt I was not 
trusted 

ᇹ�ഏᑋᆰೞȢȋǿȪȳǰƷยܭኽௐǛӒପƠƨிଐஜμ؏
Ʒעᘙ᩿ƴƓƚǔǻǷǦȠ���Ŵ���Ʒආბ᣽Ʒӳᚘ
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312年1月14日土曜日

at 611 geiger counter meeting 



High scale physics  

LHC experiment 



Parton shower


ℒSM + ℒBSM

QCD correction 

High scale physics  

Hadronization 

Automatic Amplitude calculation   

2001 Matrix element and Parton shower 

Matching (CKKW) → 2007Madgraph (Johan Alwall) 

Pythia, Herwig, Sherpa →

Dipole shower →　NNLL collection


　　　　　　(Panscale)   

Bryan Webber (author of Herwig,  Matching ) 

 at his home (2024)

Johan Alwall 

prediction LHC  event 

2006 QCD aware definition of jets(fastjet) 
PRL with Johan Alwall in 2009 



LHC AND IPMU 
• First IPMU workshop is actually on LHC Physics. 


• good students of Murayama-san and Yanagida-san (Tobioka, 
Harigaya, Fukuda)   


• Helping them by installing Xcode, gfortran and various toolkits, 
and fix the computer problem. It is transition time from fortran 
to  C++, and less transparent.   


• We invited lots of key players of collider physics to IPMU. Like  
Bryan  Webber, Johan Alwall,  Jay Wacker, Gavin Salam…  


•  

Kosaku Tobioka 

Harigaya 

FFooccuuss  wweeeekk  ::  FFaacciinngg  LLHHCC  ddaattaa

Dates: Dec 17 to 21, 2007
Contact: Mihoko M. Nojiri (nojiri _at_ kek.jp)

(_a_ should be replaced by @)
The meeting aims to discuss the issues related to the discovery of the
new physics signature at LHC, ideas to measure the parameters,
identify
experimental and theoretical reality that should be overcome by the
start of the experiments. Following researchers are agreed to come.

Teruki Kamon (Texas A&M)
Tomasso Lari (Milan)
Patrick Meade (Harvard)
Tilman Plhen (Edinburgh)
Giacomo Polesello (Pavia)
Maxim Perelstein (Cornell)
Steffen Schumann (Edinburgh)
Jay Wacker (SLAC)
C.-P. Yuan (Michigan State)

The format of the meeting is as follows. We have long seminars
by the invited speakers in the morning of Dec 17, 19, 20.
Afternoon of 17,19,20, and throughout 21th are reserved for discussions.
On the other hand, Dec 18th is "the workshop day", with many talks
throughout the day.

We call for participants to the focus week. If you are interested,
please send e-mail to Mihoko Nojiri (nojiri_at_post.kek.jp) to attend
morning talks and workshop on 18th,so that we can arrange the
meeting room of appropriate size.

We have a limited capacity (<25 person.) for the "office space"
in the afternoon discussion, so please tell us as soon as possible
if you are interested to attend the afternoon discussions.
If number of requests goes over our capacity,
we may choose the applicants who are working on the subject
directly related to LHC physics. We are sorry in advance if we
cannot accommodate you in the afternoon.

Location of the meeting:��The 6th floor of Research Center
Kashiwa Campus of Tokyo University.

**The building is connected to ICRR building**

Seminars/Conferences | Institute for the Physics and Mat... https://research.ipmu.jp/seminars/20071217-seminar.html

1 / 3 2024/12/19 21:04

very first conference of 

IPMU 

1. Dec, 2007(Hitoshi, Seong Chan Park, Sumino,

 Takuchi, Hamaguchi)

2. Jun, 2008 ( Jing Shu, Kazuki Sakurai, Tsutomu)

3. Mar 2009 (mass determination)

4. Nov 2009 (QCD) 

5. Sep 2011 IPMU-YITP School 

6. 2013 Collider School  7 Sep 2015 RunII 



STARTING MACHINE LEARNING→DEEP LEARNING.

• Jet Identification 

+global QCD structure 

of the events 

In IPMU, We applied ML to use  the jet structure information to 
select interesting quark jet from heavy particle decay. 


“Associated jet and subjet rates in light-quark and gluon jet 
discrimation” JHEP 04(2018) 131 


“Quark -gluon discrimination in the search for gluino pair 
production at the LHC”  JHEP 01 (2017) 044


with  Yasuhito Sakaki, Biplob Bhattacherjee, Satyanarayan 

Biplop Satya



JET RECONSTRUCTION WITH DEEP LEARNING

SciPost Physics Submission

a new set of questions related to training data, benchmarking, calibration, systematics, etc.

2 Data set

The top signal and mixed quark-gluon background jets are produced with using Pythia8 [25]
with its default tune for a center-of-mass energy of 14 TeV and ignoring multiple interactions
and pile-up. For a simplified detector simulation we use Delphes [26] with the default ATLAS
detector card. This accounts for the curved trajectory of the charged particles, assuming a
magnetic field of 2 T and a radius of 1.15 m as well as how the tracking e�ciency and momen-
tum smearing changes with ⌘. The fat jet is then defined through the anti-kT algorithm [27]
in FastJet [28] with R = 0.8. We only consider the leading jet in each event and require

pT,j = 550 .... 650 GeV . (1)

For the signal only, we further require a matched parton-level top to be within �R = 0.8,
and all top decay partons to be within �R = 0.8 of the jet axis as well. No matching is
performed for the QCD jets. We also require the jet to have |⌘j | < 2. The constituents are
extracted through the Delphes energy-flow algorithm, and the 4-momenta of the leading 200
constituents are stored. For jets with less than 200 constituents we simply add zero-vectors.

Particle information or additional tracking information is not included in this format.
For instance, we do not record charge information or the expected displaced vertex from the
b-decay. Therefore, the quoted performance should not be considered the last word for the
LHC. On the other hand, limiting ourselves to essentially calorimeter information allows us
to compare many di↵erent techniques and tools on an equal footing.

Our public data set consists of 1 million signal and 1 million background jets and can be
obtained from the authors upon request [29]. They are divided into three samples: training
with 600k signal and background jets each, validation with 200k signal and background jets
each, and testing with 200k signal and 200k background jets. For proper comparison, all
algorithms are optimized using the training and validation samples and all results reported
are obtained using the test sample. For each algorithm, the classification result for each jet

Figure 1: Left: typical single jet image in the rapidity vs azimuthal angle plane for the top
signal after pre-processing. Center and right: signal and background images averaged over
10,000 individual images.
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F

Energy/Particle Flow Network

Latent Space

Figure 1: A visualization of the decomposition of an observable via Eq. (1.1). Each particle

in the event is mapped by � to an internal (latent) particle representation, shown here as

three abstract illustrations for a latent space of dimension three. The latent representation is

then summed over all particles to arrive at a latent event representation, which is mapped by

F to the value of the observable. For the IRC-safe case of Eq. (1.2), � takes in the angular

information of the particle and the sum is weighted by the particle energies or transverse

momenta.

where this appears is learning from point clouds, sets of data points in space. For instance, the

output of spatial sensors such as lidar, relevant for self-driving car technologies, is often in the

form of a point cloud. As point clouds share the variable-length and permutation-symmetric

properties with collider events, it is worthwhile to understand and expand upon point cloud

techniques for particle physics applications.

The Deep Sets framework for point clouds, recently developed in Ref. [63], demonstrates

how permutation-invariant functions of variable-length inputs can be parametrized in a fully

general way. In Ref. [63], the method was applied to a wide variety of problems including red-

shift estimation of galaxy clusters, finding terms associated with a set of words, and detecting

anomalous faces in a set of images. The key observation is that summation, which is clearly

symmetric with respect to the order of the arguments, is general enough to encapsulate all

symmetric functions if one is allowed a large enough internal (latent) space.

In the context of a physics observable O that is a symmetric function of an arbitrary

– 3 –
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Therefore a decision needs to be made about how to construct a graph from the set of

inputs. Di↵erent graph construction methods are illustrated in figure 6. Depending on

the task, one might even want to avoid creating any pairwise relationships between

nodes. If the objects have no pairwise conditional dependence — a DeepSet [53]

architecture with only node and global properties might be more suitable. Edges in

the graph serve 3 roles:

(i) The edges are communication channels among the nodes.

(ii) Input edge features can indicate a relationship between objects, and can encode

physics motivated variables about that relationship (such as �R between objects).

(iii) Latent edges store relational information computed during message-passing,

allowing the network to encode such variables it sees relevant for the task.

In cases where the input sets are small (Nv ⇠ O(10) ) the typical and easiest

choice is to form a fully connected graph, allowing the network to learn which object

relationships are important. In larger sets, as the number of edges between all nodes

increases as Ne / (Nv)2, the computational load of using a neural network to create

an edge representation or compute attention weights becomes prohibitive. One possible

(a) (b)

(c)

Figure 6. Di↵erent methods for constructing the graph. (a) Connecting every node
to every other node (b) Connecting neighboring nodes in some predefined feature space
(c) Connecting neighboring nodes in a learned feature space.

1902.08570 

 Particle Net 

Jet as Image 

 as graphs  as sets transformer

 building key 

and query


2202.03772 

permutation invariance

(stable) 

sparse data 

Easy to implement 

QCD "values" Lorentz net


( Graph respect special relativity)  

CNN(2014)

high energy top quark 

is similar to light quark and gluons

but there is some difference 
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 “TRANSFORMER” :SELF ATTENTION LAYERS 

• core of transformer is attention 
matix. 


• calculate correlation of all inputs  


• input and output is same 


• evollution X → X’→X’’
n n

d


n
MATMUL

MATMUL

d


n

input data(セニガメ)


constituent の運動量  

K Q
V

n

n

Attention

matrix 

output size 

= input size  

Q ⋅ KT

WK

WQ WV

Self Attention

Self Attention:

self-attention allows each element in the sequence to 

attend to all other elements, capturing both local and 

global dependencies. This is achieved through the 

calculation of attention scores, which are used to linearly 

combine the values associated with di%erent positions.

Self attention output has the same  

dimension as the input
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For self attention  

Query, Key and Value are the same

It assigning di%erent weights 

 to di%erent elements in the input sequence,  

emphasizing the more relevant parts while 

 downplaying  the less relevant ones

Arxiv:2010.11929 

カメール

ATLAS and CMS will have jet trigger 

using transformer 



Jet substructure

● Study of internal structure of hadronic jet

5

SUBJETS 
JET 

QCD community have developed sofisticated thoeretical treatment about this.  

But what is the connection to this picture??



PHYSICS BEFORE  NETWORK 

• Hard Process = Partons(quarks and gluons)  {y}  

• a jet: P(hadrons in jets | parton ~ jet ) =  

•  jet with substructure   

P({xi} |{y})

P({xi} |{yα})

5

with W
(n⇤j⇥j) is the learnable linear transformation ma-

trix to retain the dimensions of the input dataset. At-
tention output is used to scale the input data set via a
skip connection as

eXi⇥j = X
i⇥j + O

i⇥j
. (8)

The transformed dataset eX signifies the importance of
each element relative to all elements within the set.
While the attention output integrates input and feature
tokens, the skip connection preserves the correlation to
the original input dataset. Moreover, it preserves the
dimensions of Xi,j .

Ultimately, the transformed dataset undergoes pro-
cessing by a global Max-Pooling layer, identifying the
particle token with the highest score. The global max
pooling operates as the following

Yj = Maxk�1
i=0

eXi⇥j
, (9)

where k is the number of the particle tokens in the
dataset. While any symmetric aggregation function
could be utilized to maintain the network’s permutation
invariance, but we found that Max-Pooling has the best
performance [53].

The output is then passed to a FC layer with ReLU
activation and an output layer with two neurons. The
final output score has the form

Ŷ = Softmax [W6 (ReLU (W5 Yj))] , (10)

which encodes the probability of the input event to be
signal or background event.

C. The role of cross-attention for collider physics

The cross-attention network is suited to study the cor-
relation between hard partons and hadrons in the events.
Considering a hard process leading N final jet, the fac-
torization picture connects the parton distribution to the
hadron distribution as follows [54],

�(pp ! a, b ! N jets) ⇠ HN

"
BaBb

NY

k=1

Jk

#
⌦ SN , (11)

where HN express the hard scattering cross section, Ba

and Bb is the beam function; J express the collinear evo-
lution of hard partons from the hard scattering, and the
soft function SN expresses the soft radiations. The for-
mula suggests that the soft hadron distributions in a jet
are conditioned by the hard process HN , the parton evo-
lutions, and the hadronization processes that connect all
partons.

Due to the correlation between parton momenta and
jet momenta, the QCD process may schematically be ex-
pressed as

Y
Ps({xk}|{Ji})Ph({Ji}) , (12)

where Ps is the hadron distributions in the jet, condi-
tioned by the jet features, and Ph is the distribution of
jets, which approximately express HN

Q
k Jk. Note that

Ps is conditioned by all jets in the events due to the ef-
fect of SN in Eq.1. Eq.1 is a much simpler approximation,
which assumes hadrons arising from a single parton.

In our network, the cross-attention score is computed
as ↵ = QK

T , which is the product of the output from the
mixer layer and the subjet information. Therefore, the
network is strongly directed to study the structure given
by Eq12. Taking the correlation between all subjets and
all constituents to take care of SN factor in our network.
Note that the splitting between Ph and Ps has ambiguity
on the choice of jet radius parameter R. If one takes
smaller R, the number of subjets increases by splitting
subjets. In Eq 11, this corresponds to the change of the
resolving scale of the parton shower. The radius R is an
ad-hoc parameter of our network. The proper choice of
the radius parameter R for our event sample and method,
which does not rely on the radius parameter R, will be
discussed in section IV.

III. TOP TAGGING DATASET

Top tagging, namely the identification of jets originat-
ing from hadronically decaying top quarks, is crucial in
searches for new physics at the LHC. To assess the ef-
fectiveness of the proposed network, we utilize the top
tagging dataset [34]. Jets in this dataset are generated
in the centre of mass energy

p
s = 14 TeV using Pythia8

[55]. Delphes [56] is used for fast detector simulation.
The simulation does not account for multiple parton in-
teractions or pileup e↵ects. The jets are clustered from
Delphes E-Flow objects using the Anti-kt algorithm with
a cone of radius R = 0.8. Jets with transverse momen-
tum pT 2 [550, 650] GeV and pseudo rapidity |⌘| < 2.

are considered. For top events, the event should contain
the jets that match the top quark, namely, a jet within
�R = 0.8 from a hadronically decaying top quark and
also all the three quarks from the top decay are within
�R = 0.8 from the jet axis. The QCD dijet process is
considered as the background.

The data set contains 1 million tt̄ events and 1 mil-
lion QCD dijet events. We adhere to the o�cial split for
training 1.2M event, validation 400k event, and testing
400k event. The data sample has been widely used in the
previous literature, making it easy to compare the net-
work performance with the others. One drawback of us-
ing this sample is the e↵ective sample imbalance around
the top mass region; the top sample peaks around 170
GeV while the QCD sample peaks near zero; in other
words, the overlap between the top sample and the QCD
sample is poor, making it di�cult to compare the fine
di↵erence among the high-performance networks.

Up to 200 constituent particles (hadrons) are re-
tained for each jet in the dataset, with the 4-momenta
(px, py, pz, E) of each particle. From this dataset, we

Soft contribution  
depends all subjets 

jet functions pdf 
hard process 

• Ahmed Hammad Mihoko Nojiri JHEP 06 (2024) 176   2404.14677
• Ahmed Hammad, Stephano Moretti, Mihoko Nojiri JHEP 03 (2024) 144   2401.00452

https://arxiv.org/abs/2404.14677
https://arxiv.org/abs/2401.00452


 CROSS ATTENTION LAYERS 
• restrict network to cross attention  
(subjet) x (jet constituent)    

• jet constituent   Q   

• subjet→ K, V  : parton shower 

• P(constituents | subjet~parton) is 
estimated efficiently

i n

n
subjet  

kinematics

 

Q K

cross 

attention


matrix 

n

i

j
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*Subjet cone size R=0.3  
*HDBSCAN is algorithm without distance measure

Models AUC R50% #Parameter Time (GPU%)

ParT 0.9858 413+-16 2.14M 612

Mixer+subjet 
(CA) 

0.9856 392+-5 86.03K 33

(AK) 0.9854 375+-5 86.03K 33

(HDBSCAN) 0.9859 416+-5 86.03K 33

LorentzNet 0.9868 498+-18 224K

PELICAN  
(Lorents 

0.9869 - 45K -

Performace comparable to Particle Transformer but much faster and lighter 



APPLICATION 2 
 TOWARD GLOBAL EVENT ANALYSIS

holds significance, as it allows for the independent extraction of the most relevant informa-
tion from each data set prior to their amalgamation using the cross-attention mechanism.
This characteristic makes the model proficient in analyzing multi-scale data characterized
by intricate structures.

Transformer layers 
(MHSA)

MLP

Transformer layers 
(MHCA)

Transformer layers 
(MHSA)

Transformer layers 
(MHSA)

Add() Layer

Figure 1: Structure of the transformer model used. Here, Pj1, Pj2 are the number of the
leading and second leading jet constituents while the Pm’s are the reconstructed particles,
j1, j2, and H. Also, MHSA stands for multi-heads self-attention layers, and MHCA stands
for multi-heads cross-attention layers. Finally, the Ni’s are the number of the used trans-
former encoders. The transformer layers are stacked and work sequentially, as pointed out
by the black arrow.

3 Physics example

We undertake the analysis of SM-like di-Higgs boson (hh) production at the HL-LHC with
an integrated luminosity of 3000 fb≠1 within the framework of the 2HDM. In the boosted
regime, where the di-Higgs boson is produced from an on-mass-shell heavy Higgs, H, the
final state features two fat jets, as illustrated in Fig. 2 by the two red cones therein.

Figure 2: Feynman diagram for the signal process.
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cross attention motention for 2 fatjet events 

step  2 :multi-head cross attention 
transform jet kin by  

cross Att. [substracture]x [jet kin] 

step 1 : multi-head self attention 
[substructure ]x[substructure]  

[jet kin]x [jet kin]1st Leading

jet 

2nd leading 

jet 

jet 

kinematics 

transformer transformer transformer

ADD

CROSS ATTENTION

MLP & softmax 



Hitoshi, 

Welcome to the Club,


Happy Birthday,

Happy Christmas 


