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Figure 4: Contours in themτ̃1−θτ̃ plane for ⟨σv⟩ = ⟨σv⟩0, with ⟨σv⟩0 = 2×10−27cm3/s (solid purple

curve) and the ratio of the two photon decay width of Higgs, Γ(h → γγ)/Γ(HSM → γγ) (black solid,

dotted and dashed curves), with different values of the mass difference, ∆mτ̃ = mτ̃2 −mτ̃1 = 100

(upper), 200 (middle) and 300 GeV (lower). The shaded region gives ⟨σv⟩0/2 < ⟨σv⟩ < 2⟨σv⟩0.

The vertical curves show the lower bounds on mτ̃1 as a function of θτ̃ coming from LEP.
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5�, ±b > |`| 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the di↵erent regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.

To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0�, 2.6�, 3.3�, 4.3�, 5.6�, 7.2�, 9.3�, 12.0�, 15.5� and 20�. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization
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Hooper&Goodenough 2010

Boyarsky+ 2010

Hooper&Slatyer 2013

Gordon+ 2013

Abazajian+ 2014

Daylan+ 2014

Calore+ 2014
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contracted NFW � = 1.26

Fermi Bubbles (extrapolated)

HI + H2 (at z < 0.2 kpc)

FIG. 1. Intensity of the Fermi GeV excess at 2 GeV as function of Galactic latitude (see text for details), compared with the
expectations for a contracted NFW profile (dotted line). Error bars refer to statistical ±1� uncertainties, except for Refs. [12, 13]
for which we take into account the quoted systematics coming from di↵erent astrophysical models. The result from Ref. [25] for
the higher-latitude tail and the preliminary results by the Fermi-LAT team [16] on the Galactic center include an estimate of
the impact of foreground systematics. In these cases, the adopted ROIs are shown as bands (for Ref. [25], overlapping regions
correspond to the north and south parts of the sky). Gray areas indicate the intensity level of the Fermi bubbles, extrapolated
from |b| > 10�, and the region where HI and H2 gas emission from the inner Galaxy becomes important.

in the inner few degrees, as well as the higher-latitude

tail up to  ⇠ 20�. We show the di↵erential inten-
sity at a reference energy of 2 GeV. At this energy the
putative excess emission is – compared to other fore-
grounds/backgrounds – strongest, so the uncertainties
due to foreground/background subtraction systematics
are expected to be the smallest.

The intensities were derived by a careful rescaling of
results in the literature that fully takes into account
the assumed excess profiles. In most works, intensities
are quoted as averaged over a given Region Of Interest
(ROI). Instead of showing these averaged values, which
depend on the details of the adopted ROI, we use the
excess profiles to calculate the di↵erential intensity at a
fixed angular distance from the GC. These excess pro-
files usually follow the predictions similar to those of
a DM annihilation profile from a generalized Navarro-
Frenk-White (NFW) density distribution, which is given
by

⇢(r) = ⇢s
r3

s

r�(r + rs)3��
. (1)

Here, rs denotes the scale radius, � the slope of the in-
ner part of the profile, and ⇢s the scale density. As ref-
erence values we will – if not stated otherwise – adopt
rs = 20 kpc and � = 1.26, and ⇢s is fixed by the re-
quirement that the local DM density at r

�

= 8.5 kpc is
⇢

�

= 0.4 GeV cm�3.

We note that the intensities that we quote from
Ref. [25] refer already to a b̄b spectrum and take into
account correlated foreground systematics as discussed
below. In the case of a broken power-law, the intensities
would be in fact somewhat larger.

We find that all previous and current results (with the
exception of Ref. [7], which we do not show in Fig. 1)
agree within a factor of about two with a signal morphol-
ogy that is compatible with a contracted NFW profile
with slope � = 1.26, as it was noted previously [14, 25].
As mentioned in our Introduction, the indications for a
higher-latitude tail of the GeV excess profile is a rather
non-trivial test for the DM interpretation and provides
a serious benchmark for any astrophysical explanation
of the excess emission. However, we have to caution
that most of the previous analyses make use of the
same model for Galactic di↵use emission (P6V11). An
agreement between the various results is hence not too
surprising. Instead in the work of Ref. [25], the ⇡0,
bremsstrahlung and ICS emission maps, where calcu-
lated as independent components, with their exact mor-
phologies and spectra as predicted from a wide variety
of foreground/background models. As it was shown in
Ref. [25], the exact assumptions on the CR propagation
and the Galactic properties along the line-of-sight can im-
pact both the spectrum and the morphology (which also
vary with energy) of the individual gamma-ray emission
maps. To probe the associated uncertainties on those
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FIG. 1: Energy spectrum of events detected within 0.5� of
Ret2 (red points), with Poisson error bars. The number of
events detected in each energy bin is shown. Two background
estimates are shown: 1) the sum (solid black) of the Fermi
Collaboration’s models for isotropic (dashed) and galactic dif-
fuse (dot dash) emission at the location of Ret2, and 2) the
average intensity (gray triangles) within 3306 ROIs that lie
within 10� of Ret2 and overlap neither known sources nor the
ROI centered on Ret2.

decade between 0.2 GeV and 300 GeV). The fig-
ure also shows two estimates of background. First,
the solid black line represents a two-component back-
ground model that is derived by the Fermi col-
laboration (http://fermi.gsfc.nasa.gov/ssc/data/
access/lat/BackgroundModels.html). It is the sum
of the isotropic spectrum iso source v05.txt (dashed
black line) and the di↵use interstellar emission model
gll iem v05 rev1.fit (dot dashed). The latter is aver-
aged over the 1� region surrounding Ret2 (we confirmed
that the curve does not change for any choice of radius
within 5�). Second, gray triangles indicate an empirical
estimate of background, showing the average intensity
within 3306 ROIs that fall within 10� of Ret2 and do not
overlap with any source masks, the central ROI, or the
boundary of the 10� region (see Fig. 3, right panel). The
two estimates of background show good agreement. Be-

tween 2 GeV and 10 GeV, the spectrum from Ret2 clearly

rises above the expected background.

To derive a detection significance we employ the follow-
ing method (see [41] for details). Each event in the ROI is
assigned a weight w(E, ✓) based on its energy E and an-
gular separation ✓ from the ROI center. The test statistic
T =

P
w(Ei, ✓i) is the sum of the weights of all events in

the ROI, with larger values of T providing evidence of a
signal. In this approach, the most powerful weight func-
tion for testing the background-only hypothesis is given
by w(E, ✓) = log[1+s(E, ✓)/b(E, ✓)], where s(E, ✓) is the
expected number (in a small dE, d✓ range) of events due

to dark matter annihilation for the alternative hypothe-
sis (signal) and b(E, ✓) is the expected number from all
other sources (background).

The expected signal depends on the dark matter parti-
cle properties (mass M , annihilation cross section h�vi),
the dark matter content of the dwarf galaxy (parame-
terized here by the single quantity J [e.g. 47]), and the
detector response (exposure ✏ and PSF):

s(E, ✓)

dEd✓
=

h�viJ
8⇡M2

dNf (E)

dE
⇥✏(E)PSF(✓|E)2⇡ sin(✓). (1)

For annihilation into a final state f , dNf/dE is the num-
ber of �-rays produced (per interval dE) per annihilation.
We adopt the annihilation spectra of Cirelli et al. [48],
which include electroweak corrections [49]. Note that the
unknown J value is exactly degenerate with h�vi.

We quantify the signal’s significance by calculating its
p-value: the probability that background could generate
events with a total weight greater than the one observed
for the ROI centered on Ret2. We also quote “� values”,
CDF�1(1 � p), using the standard normal CDF.

First we compute significance by modeling the back-
ground in the central ROI as an isotropic Poisson process.
This procedure is justified by Ret2’s location in a quiet
region that is far from known sources and strong gradi-
ents (see Fig. 3, right panel). Specifically, we assume that
1) the number of background events within 0.5� of Ret2 is
a Poisson variable, 2) background events are distributed
isotropically, and 3) their energies are independent draws
from a given spectrum. Under these assumptions the test
statistic is a compound Poisson variate whose PDF we
can calculate for any weight function and any adopted
background spectrum [41]. There is no assumption that
the PDF follows an asymptotic form such as �2.

We consider four possible energy spectra for the back-
ground b(E, ✓). The first two are sums of the Fermi Col-
laboration’s isotropic and galactic-di↵use models, where
the latter is averaged within either 1� or 2� of Ret2. We
refer to these spectra as ‘Di↵use 1’ (this is the same back-
ground model shown in Fig. 1) and ‘Di↵use 2’. The third
is an empirically-derived spectrum (‘Empirical 1’) using
events between 1� and 5� from Ret2 (excluding masked
sources). Below 10 GeV, this spectrum is a kernel den-
sity estimate, with each event replaced by a Gaussian
with width 20% of its energy. Above 10 GeV we fit a
power law with exponential cuto↵. Finally, we bin the
same events (30 bins between 0.2 GeV and 1 TeV) in
order to construct a fourth possible background spec-
trum (‘Empirical 2’), where the intensity between bin
centers is found by linear interpolation in log(intensity).
Figure 2 shows significance of the detected �-ray signal
from Ret2 for various annihilation channels and for each
background model. In every case, the significance peaks
above 4�, with little dependence on choice of background
spectrum.
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FIG. 1. Constraints on the DM annihilation cross section at 95% CL for the bb̄ (left) and ⌧+⌧� (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300
randomly selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected
sensitivity while the bands represent the 68% and 95% quantiles. For each set of random locations, nominal J-factors are
randomized in accord with their measurement uncertainties. The solid blue curve shows the limits derived from a previous
analysis of four years of Pass 7 Reprocessed data and the same sample of 15 dSphs [13]. The dashed gray curve in this and
subsequent figures corresponds to the thermal relic cross section from Steigman et al. [5].

FIG. 2. Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and ⌧+⌧� (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3� limit) [33], 112 hours of observations
of the Galactic Center with H.E.S.S. [34], and 157.9 hours of observations of Segue 1 with MAGIC [35]. Closed contours and
the marker with error bars show the best-fit cross section and mass from several interpretations of the Galactic center excess
[16–19].

DM distribution can significantly enlarge the best-fit re-
gions of h�vi, channel, and mDM [36].

In conclusion, we present a combined analysis of 15
Milky Way dSphs using a new and improved LAT data
set processed with the Pass 8 event-level analysis. We ex-
clude the thermal relic annihilation cross section (⇠ 2.2⇥
10�26 cm3 s�1) for WIMPs with mDM

<⇠ 100 GeV annihi-
lating through the quark and ⌧ -lepton channels. Our
results also constrain DM particles with mDM above
100 GeV surpassing the best limits from Imaging Atmo-
spheric Cherenkov Telescopes for masses up to 1 TeV.
These constraints include the statistical uncertainty on
the DM content of the dSphs. The future sensitivity to

DM annihilation in dSphs will benefit from additional
LAT data taking and the discovery of new dSphs with
upcoming optical surveys such as the Dark Energy Sur-
vey [37] and the Large Synoptic Survey Telescope [38].

ACKNOWLEDGMENTS

The Fermi -LAT Collaboration acknowledges support
for LAT development, operation and data analysis
from NASA and DOE (United States), CEA/Irfu and
IN2P3/CNRS (France), ASI and INFN (Italy), MEXT,
KEK, and JAXA (Japan), and the K.A. Wallenberg

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

r

[f
b
]/

d
r

σ
d

Z

WW

ZZ

1
τ
∼
 

1
τ
∼

Gamma Rays from DM annihilation, and speculations on MSSM
Satyanarayan Mukhopadhyay, Kavli IPMU, University of Tokyo

Illustration: Sorano KokageContact: kaeru@jodo.sci.u-toyama.ac.jp         http://member.ipmu.jp/kaeru/

　

Sponsor:
Kavli IPMU, University of Tokyo

Organizers:
Gi-Chol Cho (Ochanomizu U)
Shinya Kanemura (Toyama U)
Shigeki Matsumoto (Kavli IPMU)
Kentarou Mawatari (Vrije U Brussel)
Hitoshi Murayama (chair, Kavli IPMU)
Yukinari Sumino (co-chair, Tohoku U)
Hiroshi Yokoya (Toyama U)

Fabio Maltoni (Louvain)
Roberto Peccei (Los Angels)
Tilman Plehn (Heidelberg)
Xerxes Tata (Hawaii)
Dieter Zeppenfeld (Karlsruhe)

Howard Baer (Oklahoma)
Manuel Drees (Bonn)
Zoltan Fodor (Wuppertal)
Rohini Godbole (Bengaluru)
Tao Han (Pittsburgh)

Invited speakers include:

@ Kavli IPMU, University of Tokyo, Kashiwa, Japan
March 25–26, 2015

Key Aspects in
Exploring 
Road to Unification

KAERU Conference

KAERU!
March 25, 2015



WIMP’s and gamma-ray signal
Requirement: chemical equilibrium with the SM sector in the early universe

Consequence: pair annihilation in the present epoch in DM-dense regions
annihilation rate ~ weak-coupling cross-section

Caveat: not true if we are “unlucky” (co-annihilations, s-channel pole etc. in           
the early universe). Need        to be large enough for   

Why continuum gamma-rays is a promising signal to look for:
1. Travels in straight lines : can focus on interesting targets (GC, dSphs)

2. Almost all possible SM final states lead to hard photons (Brems., ICS, 
decays of neutral pions). Only neutrinos don’t (unless they radiate W/Z).

�v v ! 0

Where to look?
1. Inner few degrees around the Galactic Centre: high signal rate expected, 
difficult to model background sources. Large profile uncertainty. 
2. Nearby dwarf galaxies: DM dominated, more robust, J-factor ~100 times 
smaller than GC. Profile better measured : best for setting bounds. 



Gamma-ray sky as observed by Fermi-LAT

Fermi Sky Galactic Diffuse Isotropic Point Sources

= Residual (e.g., dark matter)

Sources of Galactic Diffuse Emission (GDE)

1. Inverse Compton: CR electrons up-scattering low-energy photons 

2. Neutral pion decays: CR protons inelastic collision with nuclei (gas) 

3. Bremsstrahlung : CR electrons interacting with interstellar gas

Modelling of cosmic-ray properties near the GC leads to 
largest systematic uncertainty in GDE



A gamma-ray excess from the GC?
• CCW: Take a 20 deg x 20 deg 

region around the GC (mask the 
inner 2 deg). Fermi collaboration 
uses a 15 deg x 15 deg region 

• Try many many GDE models. Can 
they fit the gamma ray data (300 
MeV to 500 GeV)? 

• No. Add a new template for a 
second emission mechanism.  

• The data-model agreement 
improves “significantly”. 

• Variation of GDE gives the 
systematic uncertainty 

• The residual spectrum: GCE

Calore, Cholis, Weniger,1409.0042

Fermi-LAT (preliminary) 
S. Murgia, Talk given at Fifth Fermi  

Symposium, Nagoya, October 2014 
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5�, ±b > |`| 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the di↵erent regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.

To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0�, 2.6�, 3.3�, 4.3�, 5.6�, 7.2�, 9.3�, 12.0�, 15.5� and 20�. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization

– 30 –



3

0 5 10 15 20

Galactic latitude |b| [deg], at � = 0�

10�7

10�6

10�5

10�4

d
N

/d
E

[1
/c

m
2
sr

s
G

eV
]

GeV excess emission

at E = 2 GeV

Hooper&Goodenough 2010

Boyarsky+ 2010

Hooper&Slatyer 2013

Gordon+ 2013

Abazajian+ 2014

Daylan+ 2014

Calore+ 2014

Fermi coll. (preliminary)

contracted NFW � = 1.26

Fermi Bubbles (extrapolated)

HI + H2 (at z < 0.2 kpc)

FIG. 1. Intensity of the Fermi GeV excess at 2 GeV as function of Galactic latitude (see text for details), compared with the
expectations for a contracted NFW profile (dotted line). Error bars refer to statistical ±1� uncertainties, except for Refs. [12, 13]
for which we take into account the quoted systematics coming from di↵erent astrophysical models. The result from Ref. [25] for
the higher-latitude tail and the preliminary results by the Fermi-LAT team [16] on the Galactic center include an estimate of
the impact of foreground systematics. In these cases, the adopted ROIs are shown as bands (for Ref. [25], overlapping regions
correspond to the north and south parts of the sky). Gray areas indicate the intensity level of the Fermi bubbles, extrapolated
from |b| > 10�, and the region where HI and H2 gas emission from the inner Galaxy becomes important.

in the inner few degrees, as well as the higher-latitude

tail up to  ⇠ 20�. We show the di↵erential inten-
sity at a reference energy of 2 GeV. At this energy the
putative excess emission is – compared to other fore-
grounds/backgrounds – strongest, so the uncertainties
due to foreground/background subtraction systematics
are expected to be the smallest.

The intensities were derived by a careful rescaling of
results in the literature that fully takes into account
the assumed excess profiles. In most works, intensities
are quoted as averaged over a given Region Of Interest
(ROI). Instead of showing these averaged values, which
depend on the details of the adopted ROI, we use the
excess profiles to calculate the di↵erential intensity at a
fixed angular distance from the GC. These excess pro-
files usually follow the predictions similar to those of
a DM annihilation profile from a generalized Navarro-
Frenk-White (NFW) density distribution, which is given
by

⇢(r) = ⇢s
r3

s

r�(r + rs)3��
. (1)

Here, rs denotes the scale radius, � the slope of the in-
ner part of the profile, and ⇢s the scale density. As ref-
erence values we will – if not stated otherwise – adopt
rs = 20 kpc and � = 1.26, and ⇢s is fixed by the re-
quirement that the local DM density at r

�

= 8.5 kpc is
⇢

�

= 0.4 GeV cm�3.

We note that the intensities that we quote from
Ref. [25] refer already to a b̄b spectrum and take into
account correlated foreground systematics as discussed
below. In the case of a broken power-law, the intensities
would be in fact somewhat larger.

We find that all previous and current results (with the
exception of Ref. [7], which we do not show in Fig. 1)
agree within a factor of about two with a signal morphol-
ogy that is compatible with a contracted NFW profile
with slope � = 1.26, as it was noted previously [14, 25].
As mentioned in our Introduction, the indications for a
higher-latitude tail of the GeV excess profile is a rather
non-trivial test for the DM interpretation and provides
a serious benchmark for any astrophysical explanation
of the excess emission. However, we have to caution
that most of the previous analyses make use of the
same model for Galactic di↵use emission (P6V11). An
agreement between the various results is hence not too
surprising. Instead in the work of Ref. [25], the ⇡0,
bremsstrahlung and ICS emission maps, where calcu-
lated as independent components, with their exact mor-
phologies and spectra as predicted from a wide variety
of foreground/background models. As it was shown in
Ref. [25], the exact assumptions on the CR propagation
and the Galactic properties along the line-of-sight can im-
pact both the spectrum and the morphology (which also
vary with energy) of the individual gamma-ray emission
maps. To probe the associated uncertainties on those

Is it DM annihilation? Spatial extension of the Excess

Check-1: extension at higher latitudes should follow the DM distribution

1411.4647, Calore, Cholis, McCabe, Weniger

Extension upto 10 deg. latitude following a gNFW^2 profile is intriguing from the 
DM annihilation point of view. The residual is spherically symmetric, and of 
uniform energy.
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FIG. 3. Preferred DM mass and annihilation cross-section (1,
2 and 3 � contours) for all single channel final states where
ICS emission can be safely ignored. Vertical gray lines refer
to the W , Z, h and t mass thresholds. The p-values for an-
nihilation to pure W+W �, ZZ and t̄t final states are below
0.05, indicating that the fit is poor for these channels; see
Tab. I. Uncertainties in the DM halo are parametrized and
bracketed by A = [0.17, 5.3], see Sec. V. The results shown
here refer to A = 1.

that the interpolation at mass threshold agrees with our
own results from PYTHIA 8.186.

In addition to gamma rays, CR electrons and positrons
are produced as final (stable) products of DM annihila-
tions. These CR electrons/positrons, like all other elec-
trons/positrons propagate in the Galaxy and produce
ICS and bremsstrahlung emission.5 Generally, the ICS
emission is expected to be more important for DM mod-
els with significant branching ratios to (light) leptons.
Therefore we separate our discussion to first address the
cases when ICS emission can be safely ignored, before
discussing in detail ICS emission for annihilation to lep-
tons.

A. Single annihilation channels without ICS

We first discuss annihilation to pure two-body annihi-
lation states for the cases when ICS emission can be safely
ignored. This turns out to be all cases except annihila-
tion to electrons and muons. In Fig. 3 we show the best-

5
CR p and p̄ from DM annihilations can also give their own ⇡0

emission of DM origin, but are suppressed from the p̄/p measure-

ments already by at least five orders of magnitude compared to

the conventional Galactic di↵use ⇡0
emission.

Channel
h�vi

(10�26 cm3 s�1)
m�

(GeV) �2
min p-value

q̄q 0.83+0.15
�0.13 23.8+3.2

�2.6 26.7 0.22

c̄c 1.24+0.15
�0.15 38.2+4.7

�3.9 23.6 0.37

b̄b 1.75+0.28
�0.26 48.7+6.4

�5.2 23.9 0.35

t̄t 5.8+0.8
�0.8 173.3+2.8

�0 43.9 0.003

gg 2.16+0.35
�0.32 57.5+7.5

�6.3 24.5 0.32

W+W � 3.52+0.48
�0.48 80.4+1.3

�0 36.7 0.026

ZZ 4.12+0.55
�0.55 91.2+1.53

�0 35.3 0.036

hh 5.33+0.68
�0.68 125.7+3.1

�0 29.5 0.13

⌧+⌧� 0.337+0.047
�0.048 9.96+1.05

�0.91 33.5 0.055
⇥
µ+µ� 1.57+0.23

�0.23 5.23+0.22
�0.27 43.9 0.0036

⇤
��ICS

TABLE I. Results of spectral fits to the Fermi GeV excess
emission as shown in Fig. 2, together with ±1� errors (which
include statistical as well as model uncertainties, see text).
We also show the corresponding p-value. Annihilation into
q̄q, c̄c, b̄b, gg and hh all give fits that are compatible with
the observed spectrum. There is also a narrow mass where
annihilation into ⌧+⌧� is not excluded with 95% CL signifi-
cance. Annihilation to pure W+W �, ZZ and t̄t is excluded
at 95% CL, as is the µ+µ� spectrum without ICS emission
(��ICS). Bosons masses are from the PDG live [93].

fit annihilation cross-section and DM mass for all other
two-body annihilation states involving SM fermions and
bosons. The results are also summarized in Tab. I, where
we furthermore give the p-value of the fit as a proxy for
the goodness-of-fit. As with previous analyses, we find
that annihilation to gluons and quark final states q̄q, c̄c
and b̄b, provide a good fit. In the case of the canonical b̄b
final states, we find slightly higher masses are preferred
compared to previous analyses, see e.g. Refs. [11, 13, 14].
This is because of the additional uncertainty in the high-
energy tail of the energy spectrum that is allowed for in
this analysis. The highest mass to b̄b final states that
still gives a good fit (with a p-value > 0.05) is 73.9 GeV.

As the tail of the spectrum extends to higher energy, we
also consider annihilation to on-shell t̄t and SM bosons.
For t̄t, we find that the fit is poor because the DM spec-
trum peaks at too high an energy (⇠ 4.5 GeV rather than
the observed peak at 1–3 GeV). As the p-value is very low
for this channel, we do not consider it further. Pure an-
nihilation to pairs of W and Z gauge bosons are also ex-
cluded at a little over 95% CL significance. However, per-
haps surprisingly, annihilation to pairs of on-shell Higgs
bosons (colloquially referred to as “Higgs in Space” [94])
produce a rather good fit, so long as h is produced close to
rest. This is analogous to the scenario studied in Ref. [95]
in a di↵erent context. One interesting feature of this
channel is the gamma-ray line at m�/2 ' 63 GeV from
h decay to two photons. This is clearly visible in the
central panel of Fig. 2. The branching ratio for h ! ��

Due to uncertainties in 
DM halo in the Milky Way:  

A = [0.17,5.3]
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FIG. 1. Constraints on the DM annihilation cross section at 95% CL for the bb̄ (left) and ⌧+⌧� (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300
randomly selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected
sensitivity while the bands represent the 68% and 95% quantiles. For each set of random locations, nominal J-factors are
randomized in accord with their measurement uncertainties. The solid blue curve shows the limits derived from a previous
analysis of four years of Pass 7 Reprocessed data and the same sample of 15 dSphs [13]. The dashed gray curve in this and
subsequent figures corresponds to the thermal relic cross section from Steigman et al. [5].

FIG. 2. Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and ⌧+⌧� (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3� limit) [33], 112 hours of observations
of the Galactic Center with H.E.S.S. [34], and 157.9 hours of observations of Segue 1 with MAGIC [35]. Closed contours and
the marker with error bars show the best-fit cross section and mass from several interpretations of the Galactic center excess
[16–19].

DM distribution can significantly enlarge the best-fit re-
gions of h�vi, channel, and mDM [36].

In conclusion, we present a combined analysis of 15
Milky Way dSphs using a new and improved LAT data
set processed with the Pass 8 event-level analysis. We ex-
clude the thermal relic annihilation cross section (⇠ 2.2⇥
10�26 cm3 s�1) for WIMPs with mDM

<⇠ 100 GeV annihi-
lating through the quark and ⌧ -lepton channels. Our
results also constrain DM particles with mDM above
100 GeV surpassing the best limits from Imaging Atmo-
spheric Cherenkov Telescopes for masses up to 1 TeV.
These constraints include the statistical uncertainty on
the DM content of the dSphs. The future sensitivity to

DM annihilation in dSphs will benefit from additional
LAT data taking and the discovery of new dSphs with
upcoming optical surveys such as the Dark Energy Sur-
vey [37] and the Large Synoptic Survey Telescope [38].
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And more dwarfs coming (with a signal?)?
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FIG. 1: Energy spectrum of events detected within 0.5� of
Ret2 (red points), with Poisson error bars. The number of
events detected in each energy bin is shown. Two background
estimates are shown: 1) the sum (solid black) of the Fermi
Collaboration’s models for isotropic (dashed) and galactic dif-
fuse (dot dash) emission at the location of Ret2, and 2) the
average intensity (gray triangles) within 3306 ROIs that lie
within 10� of Ret2 and overlap neither known sources nor the
ROI centered on Ret2.

decade between 0.2 GeV and 300 GeV). The fig-
ure also shows two estimates of background. First,
the solid black line represents a two-component back-
ground model that is derived by the Fermi col-
laboration (http://fermi.gsfc.nasa.gov/ssc/data/
access/lat/BackgroundModels.html). It is the sum
of the isotropic spectrum iso source v05.txt (dashed
black line) and the di↵use interstellar emission model
gll iem v05 rev1.fit (dot dashed). The latter is aver-
aged over the 1� region surrounding Ret2 (we confirmed
that the curve does not change for any choice of radius
within 5�). Second, gray triangles indicate an empirical
estimate of background, showing the average intensity
within 3306 ROIs that fall within 10� of Ret2 and do not
overlap with any source masks, the central ROI, or the
boundary of the 10� region (see Fig. 3, right panel). The
two estimates of background show good agreement. Be-

tween 2 GeV and 10 GeV, the spectrum from Ret2 clearly

rises above the expected background.

To derive a detection significance we employ the follow-
ing method (see [41] for details). Each event in the ROI is
assigned a weight w(E, ✓) based on its energy E and an-
gular separation ✓ from the ROI center. The test statistic
T =

P
w(Ei, ✓i) is the sum of the weights of all events in

the ROI, with larger values of T providing evidence of a
signal. In this approach, the most powerful weight func-
tion for testing the background-only hypothesis is given
by w(E, ✓) = log[1+s(E, ✓)/b(E, ✓)], where s(E, ✓) is the
expected number (in a small dE, d✓ range) of events due

to dark matter annihilation for the alternative hypothe-
sis (signal) and b(E, ✓) is the expected number from all
other sources (background).

The expected signal depends on the dark matter parti-
cle properties (mass M , annihilation cross section h�vi),
the dark matter content of the dwarf galaxy (parame-
terized here by the single quantity J [e.g. 47]), and the
detector response (exposure ✏ and PSF):

s(E, ✓)

dEd✓
=

h�viJ
8⇡M2

dNf (E)

dE
⇥✏(E)PSF(✓|E)2⇡ sin(✓). (1)

For annihilation into a final state f , dNf/dE is the num-
ber of �-rays produced (per interval dE) per annihilation.
We adopt the annihilation spectra of Cirelli et al. [48],
which include electroweak corrections [49]. Note that the
unknown J value is exactly degenerate with h�vi.

We quantify the signal’s significance by calculating its
p-value: the probability that background could generate
events with a total weight greater than the one observed
for the ROI centered on Ret2. We also quote “� values”,
CDF�1(1 � p), using the standard normal CDF.

First we compute significance by modeling the back-
ground in the central ROI as an isotropic Poisson process.
This procedure is justified by Ret2’s location in a quiet
region that is far from known sources and strong gradi-
ents (see Fig. 3, right panel). Specifically, we assume that
1) the number of background events within 0.5� of Ret2 is
a Poisson variable, 2) background events are distributed
isotropically, and 3) their energies are independent draws
from a given spectrum. Under these assumptions the test
statistic is a compound Poisson variate whose PDF we
can calculate for any weight function and any adopted
background spectrum [41]. There is no assumption that
the PDF follows an asymptotic form such as �2.

We consider four possible energy spectra for the back-
ground b(E, ✓). The first two are sums of the Fermi Col-
laboration’s isotropic and galactic-di↵use models, where
the latter is averaged within either 1� or 2� of Ret2. We
refer to these spectra as ‘Di↵use 1’ (this is the same back-
ground model shown in Fig. 1) and ‘Di↵use 2’. The third
is an empirically-derived spectrum (‘Empirical 1’) using
events between 1� and 5� from Ret2 (excluding masked
sources). Below 10 GeV, this spectrum is a kernel den-
sity estimate, with each event replaced by a Gaussian
with width 20% of its energy. Above 10 GeV we fit a
power law with exponential cuto↵. Finally, we bin the
same events (30 bins between 0.2 GeV and 1 TeV) in
order to construct a fourth possible background spec-
trum (‘Empirical 2’), where the intensity between bin
centers is found by linear interpolation in log(intensity).
Figure 2 shows significance of the detected �-ray signal
from Ret2 for various annihilation channels and for each
background model. In every case, the significance peaks
above 4�, with little dependence on choice of background
spectrum.
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FIG. 2: Significance of the �-ray excess in the direction of Reticulum 2 as a function of dark matter particle mass. Left: Curves
correspond to the result of the search in various channels (i.e. using di↵erent ways of weighting events) using background model
Di↵use 1. The curve for e+e� is similar to µ+µ�, ZZ is similar to W+W �, and q represents u, d, c, s quarks and gluons. Right:
Significance in the ⌧+⌧� channel for four di↵erent background models (see text).

However, it is important to consider a “trials factor” to
account for the fact that we are searching for dark mat-
ter particles of any mass. As shown in Fig. 6 of [41], the
search is not particularly sensitive to the particle mass
used in the weight function: ⇠ 3 trial masses su�ce if
the true mass is between 10 GeV and 1 TeV for the bb̄
and ⌧+⌧� channels. Nonetheless, we quantify the trials
factor by simulating large numbers of ROIs under the
Di↵use 1 model. A p-value is found at each trial mass
and the minimum of these pm is recorded for each sim-
ulated ROI. The “global” p-value p

global

is the fraction
of simulated ROIs with pm less than that observed in
Ret2. Simulating ⇠ 30 million background ROIs, we find
p
global

= 9.8 ⇥ 10�5 for bb̄ and p
global

= 4.2 ⇥ 10�5 for
⌧+⌧�. Note that the trials factor may have a more sig-
nificant e↵ect for a lighter final state (e.g., electrons).

Following [11, 38, 41], we also consider an entirely dif-
ferent procedure for computing significance. Under this
second procedure, we construct the PDF of T due to
background by making a histogram of T values for ROIs
distributed over the region surrounding the dwarf. This
procedure is model-independent and automatically ac-
counts for non-Poisson background processes (e.g., due
to unresolved sources), an e↵ect examined by several
groups [11, 19, 40, 41, 50–52].

The left-hand panel of Fig. 3 shows the significance
of Ret2’s signal as calculated following the model-
independent procedure. Compared with the Poisson-
process model for background (see above), this proce-
dure assigns less significance to Ret2’s �-ray signal (in
accord with [19, 40, 41]). For example, when searching
for a 25 GeV particle annihilating to ⌧+⌧�, eight of 3306
background ROIs have T -values larger than Ret2’s (2.8�;
other channels show similar reductions in significance).

A trials factor for the model-independent approach is
found by counting the number of background ROIs which
have T values among the top n for any mass considered
(n is the rank of the central ROI at the most significant
mass). For annihilation into ⌧+⌧�, n = 9 and there are
32 such ROIs, giving a global p-value of 32/3306 = 0.0097
(2.3�). The same global significance is found by comput-
ing what fraction of simulated Poisson background ROIs
have p-value less than 8/3306.

The application of this model-independent procedure
to Ret2 reveals its fundamental limitation: a strong sig-
nal necessarily implies that very few background ROIs
have T larger than that of the object of interest. Thus,
poor sampling of the large-T tail prevents a robust cal-
culation of significance for the Ret2 signal. For exam-
ple, had we used a 5� background region instead of 10�,
zero background ROIs would have given a T value larger
than Ret2. In any case, this procedure clearly identi-
fies Ret2’s as the most tantalizing �-ray signal from any
known dwarf galaxy (left-hand panel of Fig. 3).

If the �-ray signal is interpreted as dark matter, we
perform a simple exploration of the allowed particle pa-
rameter space. As shown in [41], for the two parameters
M and h�vi, the likelihood ratio is related to T :

log
L(data | (M, h�vi) + bg)

L(data | bg)
= T �

Z

E,✓
s(E, ✓), (2)

where the integral is the expected number of events in
the ROI due to dark matter annihilation. We denote the
right-hand side as �(M, h�vi). Maximizing �(M, h�vi)
yields the maximum likelihood estimate cM, dh�vi. The

di↵erence 2�(cM, dh�vi) � 2�(M, h�vi) is distributed as a
�2 variable with 2 degrees of freedom [53] when M, h�vi

1503.02320, Geringer-Sameth, Walker, Koushiappas+Koposov et al

8 (9?) new dSph candidates found in 
Dark Energy Survey data by two groups 
DES collab., and Koposov et al (Cambridge)

Fermi-LAT does not find an excess in  
the 8 DES dSph candidates (PASS8 data)
1503.02632, Fermi-LAT+DES



• ~10 GeV neutralino has to be almost a pure Bino 

• The Higgsino fraction should be very small: Invisible Z-boson and 
Higgs decay constraints 

• S-wave annihilation of a Majorana fermion pair is suppressed by      
: not enough to match the GCE normalization. 

• This suppression can be lifted if the t-channel exchanged stau has 
large L-R mixing, also need somewhat large splitting of the stau’s 

• Such a stau mixing also impacts  

• Required L-R mixing, and large mass splitting OK with electroweak 
precision (and vacuum metastability etc).

Our Speculation: an MSSM scenario with light Stau and Bino DM
Hagiwara, SM, Nakamura, 1308.6738

B̃B̃ ! ⌧+⌧�

m2
⌧

h ! ��



How to achieve h�vi0 ⇠ 2⇥ 10�27cm3/s ?

modes to consider are τ+τ− and bb̄. Here, we focus on the τ+τ− mode and determine the
parameters in the stau sector which can give ⟨σv⟩ = ⟨σv⟩0, where the value of the annihilation
rate required to fit the Fermi Bubble data is estimated to be [2]

⟨σv⟩0 = 2× 10−27cm3/s. (16)

Since a light stau with mτ̃1 ! 90 GeV is allowed by the LEP data, the annihilation cross-
section for B̃B̃ → τ+τ− can be significant. The relevant s-wave annihilation cross-section,
in the limit of zero relative velocity v between the neutralinos, is given by [8, 25, 26, 27]

⟨σv⟩ v→0−−→
g′4βτ

128π

[

4 (mτY 2
Rs

2 + 2mB̃YLYRsc+mτY 2
L c

2)

∆1

+
4 (mτY 2

Rc
2 − 2mB̃YLYRsc+mτY 2

Ls
2)

∆2

]2

, (17)

where, g′ = e/ cos θw is the U(1)Y gauge coupling, YL = −1/2 and YR = −1 are the

hypercharges of τL and τR, βτ =
√

1−m2
τ/m

2
B̃
and ∆i = m2

τ̃i +m2
B̃
−m2

τ . We have used the

shorthand s = sin θτ̃ and c = cos θτ̃ , with −π/2 < θτ̃ < π/2 (our notation for the slepton
masses and mixing are summarized in Appendix B).

Since the terms proportional to mB̃ coming from τ̃1 and τ̃2 exchange diagrams have
opposite signs in the amplitude, for fixed values of mτ̃1 and θτ̃ , ⟨σv⟩ increases with increasing
mτ̃2 , and eventually reaches an asymptotic value. The mixing-induced term is maximized
for θτ̃ = π/4. In Figure 4, we show purple solid contours in the mτ̃1 − θτ̃ plane, for ∆mτ̃ =
mτ̃2 −mτ̃1 = 100, 200 and 300 GeV, satisfying ⟨σv⟩ = ⟨σv⟩0. The vertical curves show the
lower bounds on mτ̃1 as a function of θτ̃ coming from LEP, where both the conservative
ALEPH [11] and most stringent OPAL [13] bounds of Figure 1 are given. As discussed in
Refs. [2, 4], since there are possible systematic uncertainties in the value of ⟨σv⟩0 coming
from the subtraction of the inverse Compton scattering component, we show by shaded area
a region corresponding to ⟨σv⟩0/2 < ⟨σv⟩ < 2⟨σv⟩0. As clearly shown by the figures, the
annihilation rate ⟨σv⟩0 to τ+τ− can be obtained in a certain region of the mτ̃1−θτ̃ parameter
space satisfying the LEP constraints. For example, the required value of mτ̃1 for the case
of maximal mixing (θτ̃ = π/4) is 103.5 GeV, for mτ̃2 = 300 GeV, according to the left plot
in the second row of Figure 4. The importance of the large stau mixing in obtaining the
necessary ⟨σv⟩ is clearly seen in the figures. For θτ̃ > 0, the range of the mixing angle
that can accommodate ⟨σv⟩ = ⟨σv⟩0, with τ̃1 mass above the LEP limit is 30◦ < θτ̃ < 70◦

for ∆mτ̃ = 100 GeV and 25◦ < θτ̃ < 75◦ for ∆mτ̃ = 200, 300 GeV. Thus beyond around
∆mτ̃ = 200 GeV, the asymptotic value of ⟨σv⟩ is reached for a givenmτ̃1 and θτ̃ , and a further
increase of the stau mass splitting has no significant effect. In all these cases, τ̃1 is required
to be lighter than about 106 GeV for ⟨σv⟩ = ⟨σv⟩0, and it is relaxed to 125 GeV if we allow
⟨σv⟩ = ⟨σv⟩0/2. On the other hand, for the case of θτ̃ < 0, shown in the right column of
Figure 4, it is significantly more difficult to obtain a sufficiently large annihilation rate with
a τ̃1 that satisfies the LEP bound. Even at the maximal mixing of θτ̃ = −π/4, ∆mτ̃ > 200
GeV is needed to obtain ⟨σv⟩ > ⟨σv⟩0/2, for mτ̃1 > 90 GeV. We have checked all our results
for the annihilation rate using micrOMEGAs-3.2 [28], with the MSSM mass spectrum from
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2
B̃
and ∆i = m2

τ̃i +m2
B̃
−m2

τ . We have used the

shorthand s = sin θτ̃ and c = cos θτ̃ , with −π/2 < θτ̃ < π/2 (our notation for the slepton
masses and mixing are summarized in Appendix B).

Since the terms proportional to mB̃ coming from τ̃1 and τ̃2 exchange diagrams have
opposite signs in the amplitude, for fixed values of mτ̃1 and θτ̃ , ⟨σv⟩ increases with increasing
mτ̃2 , and eventually reaches an asymptotic value. The mixing-induced term is maximized
for θτ̃ = π/4. In Figure 4, we show purple solid contours in the mτ̃1 − θτ̃ plane, for ∆mτ̃ =
mτ̃2 −mτ̃1 = 100, 200 and 300 GeV, satisfying ⟨σv⟩ = ⟨σv⟩0. The vertical curves show the
lower bounds on mτ̃1 as a function of θτ̃ coming from LEP, where both the conservative
ALEPH [11] and most stringent OPAL [13] bounds of Figure 1 are given. As discussed in
Refs. [2, 4], since there are possible systematic uncertainties in the value of ⟨σv⟩0 coming
from the subtraction of the inverse Compton scattering component, we show by shaded area
a region corresponding to ⟨σv⟩0/2 < ⟨σv⟩ < 2⟨σv⟩0. As clearly shown by the figures, the
annihilation rate ⟨σv⟩0 to τ+τ− can be obtained in a certain region of the mτ̃1−θτ̃ parameter
space satisfying the LEP constraints. For example, the required value of mτ̃1 for the case
of maximal mixing (θτ̃ = π/4) is 103.5 GeV, for mτ̃2 = 300 GeV, according to the left plot
in the second row of Figure 4. The importance of the large stau mixing in obtaining the
necessary ⟨σv⟩ is clearly seen in the figures. For θτ̃ > 0, the range of the mixing angle
that can accommodate ⟨σv⟩ = ⟨σv⟩0, with τ̃1 mass above the LEP limit is 30◦ < θτ̃ < 70◦

for ∆mτ̃ = 100 GeV and 25◦ < θτ̃ < 75◦ for ∆mτ̃ = 200, 300 GeV. Thus beyond around
∆mτ̃ = 200 GeV, the asymptotic value of ⟨σv⟩ is reached for a givenmτ̃1 and θτ̃ , and a further
increase of the stau mass splitting has no significant effect. In all these cases, τ̃1 is required
to be lighter than about 106 GeV for ⟨σv⟩ = ⟨σv⟩0, and it is relaxed to 125 GeV if we allow
⟨σv⟩ = ⟨σv⟩0/2. On the other hand, for the case of θτ̃ < 0, shown in the right column of
Figure 4, it is significantly more difficult to obtain a sufficiently large annihilation rate with
a τ̃1 that satisfies the LEP bound. Even at the maximal mixing of θτ̃ = −π/4, ∆mτ̃ > 200
GeV is needed to obtain ⟨σv⟩ > ⟨σv⟩0/2, for mτ̃1 > 90 GeV. We have checked all our results
for the annihilation rate using micrOMEGAs-3.2 [28], with the MSSM mass spectrum from
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• Find a O(100 GeV) scalar-tau at the LHC! No constraint from LHC8. 
May be new cuts to improve the reach at LHC13 (or sufficient luminosity?) 
arXiv:15**.*****(hep-ph): Hagiwara, Ma, Nakamura, and Zheng 

• Direct detection rates too low, as the Higgsino fraction is constrained 
(checked upto 1-loop level, can be above neutrino-nucleon floor). But not 
correlated as such. 

• Indirect probe: Charginos or (Neutralino2) can decay via a light-stau to give 
2-3 tau (hadronic)+MET final state. But how to motivate light C1 or N2? : the 
muon (g-2) anomaly?       Talks by Thomas Teubner and Naohito Saito 

• If Bino is only 10 GeV, and has almost no mixing with Higgsino, the dominant 
contribution to the muon (g-2) in MSSM comes from chargino-muon sneutrino 
loop. 

• Even without the GCE, thermal neutralino DM can be light and O(30 GeV) with 
the help of a light stau (new dSphs bounds?). Then from the muon (g-2) point-
of-view the search for C1C1+C1N2 production in multi-tau+MET final state is 
important (given the current LHC bounds on selectrons/smuons/C1/N2).

How to test such a scenario?



• ATLAS LHC8 analysis (JHEP 10, 
2014, 096). Plot: pMSSM model with 
M1=50 GeV, mStauR=95 GeV, 
tan(beta)=50. Rest of the sparticles 
decoupled. 

• Rather complex search with 
hadronic tau’s+MET in 4 signal 
regions: all our work went into 
making this figure! 

• For sufficient chargino-muon 
sneutrino contribution to the (g-2) 
(with left smuon>350 GeV), we need 
large tan(beta) (>20), (M2/mu) not 
too small/large, and (M2 x mu) > 0.  

• Then depending upon tan(beta), 
this search implies an upper limit on 
left smuon mass. 

Our Simulation
ATLAS
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Revisiting the LHC search for weak-inos in multi-tau channel 
Hagiwara, SM, Ma, in preparation 



Recasting the ATLAS results and the muon (g-2)

tan(beta)=20 tan(beta)=30
M1=10 GeV, scalar-muon masses fixed to 350 GeV

Left scalar-muon with mass upto 600-700 GeV is OK, to accommodate the 
(g-2) anomaly within 1-sigma. Can probe the whole region at LHC13?
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• The annihilation rate at freeze-out epoch is not enough. Left like 
this, the Bino will over-close the universe. 

• Strong bounds on 1st/2nd generation sleptons : not enough p-wave 
contribution. 

• Recent dSphs bounds force us to look for large p-wave amplitudes 
only (or s-wave to neutrinos). 

• Possible way out-1: non-standard thermal history—entropy 
production at late times, after freeze-out epoch. 

• Need a reheating temperature of ~ 0.3 GeV, dilution by (T_RH/
T_FO)^3 

• Safe from BBN, but how about n_effective measurement of 
PLANCK?

Loose ends: still thinking!



Back-ups



A Tale of Tails : the difference from earlier studies
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60 GDE models
GC excess spectrum with
stat. and corr. syst. errors

Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5�, ±b > |`| 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the di↵erent regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.

To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0�, 2.6�, 3.3�, 4.3�, 5.6�, 7.2�, 9.3�, 12.0�, 15.5� and 20�. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization
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Figure 1: Left: The �-ray spectrum produced by a single W , Z, Higgs boson, and top quark,
decaying at rest, weighted by E2

� . Right: The residual spectrum of the Galactic center excess
taken from [13]. The error bars only show the diagonal part of the covariance matrix, and
have a large degree of correlation between them. We also show the four best-fit spectra from
the Fermi analysis [14] which fit the excess well. We will dub these, from softest to hardest,
as Fermi spectra (a) through (d). The normalization N corrects for the di↵erence in the
region of interest between the two analyses.

full uncertainty on the spectrum is taken into account.
It is interesting to notice the rough similarity between the two panels of Figure 1.

This observation leads to the consideration of dark matter models that could explain the
GCE with dark matter annihilating to electroweak bosons or to tops. In most previous
dark matter interpretations of the GCE, starting with [2, 3], the dark matter was assumed
to annihilate into bottom quarks or ⌧ leptons. Assuming these annihilation channels (and
without including the new Fermi uncertainties), the mass of dark matter that best fits the
excess is in the region of 30 to 50 GeV for b’s and around 10 GeV for ⌧ leptons. In addition,
dark matter annihilation into new particles which decay further to b’s or jets have been
considered. All of of these options present interesting model building challenges and several
interesting attempts have been made [15–56], mostly for annihilation to b’s, ⌧ 0s and jets.

We find that WIMP dark matter annihilating to W ’s, Z’s, Higgses, or tops, can fit
the observed excess reasonably well. We show that this is the case for the spectra found
in [13], and this result is reinforced by the recent Fermi result. In particular, if we take
the union of the preferred regions for each analysis, we find that the range of DM masses
can extend well above what was previously thought. We show a summary of the results in
Table 1. This opens up several simple dark matter model building avenues for the GCE.
It was noted that the simplest supersymmetric models with a thermal relic fail to fit the
signal [52] assuming annihilation into bottom quarks. We will find that once electroweak
gauge bosons are considered, the signal may be explained within the MSSM.

We begin by reviewing features of the photon flux from dark matter annihilation in
Section 2, focusing on relevant inputs which a↵ect the rate and shape of the flux. In Section 3
we describe the excess seen by the CCW [13] and Fermi [14] analyses, and present fits to
the GC excess in the mass versus cross section plane for the final states described above. In
Section 4 we discuss several simple models which lead to dark matter annihilation into weak
gauge bosons, Higgses or tops. We conclude in section 5.

– 3 –

CCW,2014

The peak remains the same
The tail extends further

The uncertainties can be even larger 

From 1411.2592

CCW vs Fermi-LAT models:
Fermi-LAT considers 1-100 GeV
gamma rays for this analysis
How can we compare?
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FIG. 9. Radial intensity profile of the Fermi GeV excess, at
2 GeV, cf. Fig. 1. The black data point refers to measure-
ments from Refs. [25], the yellow band to preliminary results
from the Fermi-LAT team [16]. The dotted line shows the
expectations for a contracted NFW profile from Fig. 1. The
red and blue bands show – for a given DM annihilation sce-
nario – possible signal morphologies that are compatible with
both the measurements at  = 5� as well as dynamical and
microlensing observations from Ref. [98] (we concentrate on
arbitrary generalized NFW profiles). For annihilation cross-
sections close to the current dwarf limits, the intensities de-
termined by di↵erent groups (as indicated by the dotted line),
lie still in the allowed range.

section were presented in Ref. [116]. For annihilation
into b̄b final states and a DM mass of 49 GeV, they read
h�vi < 1.5⇥ 10�26 cm3 s�1 at 95% CL, which is at face-
value in mild tension with the values of the cross-section
that we derived above (see Sec. IV). However, the link
between the GC and the dwarf signals is subject to uncer-
tainties in the DM distribution in the Milky Way and the
DM distribution in dSphs. A decrease of the scale radius
rs, an increased slope � of the inner part of the profile, or
an increased local density ⇢

�

enhances the expected GC
signal relative to the signal in dwarf spheroidals. Also
more cored profiles for dSphs can reduce further their
constraining power. It is important to investigate to what
extent uncertainties in these parameters can mitigate po-
tential tensions between GC and dSph observations.

In Fig. 9 we show the expected signal flux for DM an-
nihilation into b̄b final states and with m� = 48.7 GeV.
As DM profile we adopt here the reference generalized
NFW profile as above and the cross-section is set to
h�vi = 1.75⇥10�26 cm3 s�1. This leads to a signal inten-
sity that is consistent with the results found in Ref. [25]
at  = 5�. Note that  = 5� was found to be a good
pivot point for the intensity measurement in Ref. [25],

as the flux there is relatively independent of the adopted
profile slope. We also show the preliminary GC results
by the Fermi-LAT Collaboration, cf. Fig. 1.

To explore the validity of measured signal profile, we
generate a large set of Milky Way DM halo models that
are compatible with the microlensing and dynamical con-
straints from Ref. [98] at 95% CL. This set includes DM
halo models that follow a generalized NFW profile with
scale radii in the range rs = 10 to 30 kpc, and arbitrary
normalization ⇢s and inner slope � (note that for illustra-
tive purposes we allow also values of � that would be in-
compatible with the Fermi GeV excess measurements at
the GC). To this end, we adopt the following method: We
derive the envelope of all density profiles that are compat-
ible with the left panel of Fig. 5 of Ref. [98] (which shows
results for rs = 20 kpc only) in the radial range r = 2.5
to 10 kpc. A model with scale radius rs 6= 20 kpc is con-
sidered to be compatible with the observations when its
profile lies within the derived envelope.

From the set of all observationally allowed halo mod-
els we select those that lead to a signal intensity that
is consistent with the measurements at  = 5�, assum-
ing a reference cross-section h�vi = 1.5 ⇥ 10�26 cm3 s�1

(the current dSph limit at 95% CL) and the above an-
nihilation channel and DM mass. The envelope of the
corresponding allowed signal profiles is shown by the red
band in Fig. 9. The band contains both the signal mor-
phology as derived for the reference generalized NFW
profile with � = 1.26, as well as with the preliminary GC
results by the Fermi-LAT Collaboration. We hence find

that current dSph limits on the annihilation cross-section

are well consistent with a DM interpretation of the Fermi

GeV excess when uncertainties in the DM distribution in

the Milky Way are accounted for.

11

The situation changes drastically however if current
limits would increase by only a factor of three. This is
demonstrated by the blue band in Fig. 9, which shows
the corresponding signal profiles assuming that h�vi =
0.5 ⇥ 10�26 cm3 s�1. The allowed signal slope becomes
much steeper since smaller cross-sections require larger
DM densities towards the GC. We find that there would

be significant tension between measured and observation-

ally allowed signal morphologies, both towards the Galac-

tic center ( . 5�

), but even more importantly in the

higher-latitude tail (above  & 5�

).

To enforce consistency between the measured and grav-
itationally allowed signal morphologies even when dSph
limits further strengthen in the future, one would have
to resort to more drastic assumptions, such as a DM pro-
file that considerably flattens within the inner 1 kpc or

11
Note that this statement does not depend on the annihilation

channel or the DM mass, since we are comparing predicted and

measured intensities at the peak of the GeV excess at 2 GeV,

which have to be very similar for any DM interpretation of the

Fermi GeV excess.

Morphology: dependence on Halo profile
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Figure 3: Decay width of the process Z → χ̃0
1χ̃

0
1 (left panel) and the Higgs boson invisible branching

ratio ΓH
inv/Γ

H
ALL (right panel), as a function of |µ|, for different values of M2 and tan β, with mχ̃0

1

fixed at 10 GeV. M1µ andM2µ are chosen to be positive. In the right plot, the solid lines correspond

to M2 = 100 GeV and the dashed lines to M2 = 500 GeV, with different values of tan β denoted

near the lines.

that depends on tan β. The partial decay width of the CP-even Higgs boson for the process
h → χ̃0

1χ̃
0
1 at the tree level is

Γ =
GFm2

Wmh

2
√
2π

(

1−
4m2

χ̃0
1

m2
h

)1/2
[

∣

∣Uhχχ

∣

∣

2
(

1−
2m2

χ̃0
1

m2
h

)

− Re
[

U2
hχχ

]

2m2
χ̃0
1

m2
h

]

, (11)

where, for the lighter CP-even Higgs boson in the decoupling limit, the complex coupling
Uhχχ is given, in terms of the neutralino mixing matrices UN

L and UN
R defined in Appendix A,

by

Uhχχ =
[

[

(UN
R )21

]∗
(UN

L )41 − tan θw
[

(UN
R )11

]∗
(UN

L )41
]

× sin β

+
[

[

(UN
R )21

]∗
(UN

L )31 − tan θw
[

(UN
R )11

]∗
(UN

L )31
]

×
(

− cos β
)

. (12)

Assuming that the Higgs boson production cross-section and partial decay widths to SM
final states are the same as in the standard model, global fits to the current Higgs data
from the LHC give the following upper bound on the Higgs boson invisible decay branching
fraction at 95% C.L. [23],

Γh
inv

Γh
ALL

! 0.2, (13)

where Γh
ALL denotes the total decay width of the Higgs boson. In the present context, the

invisible branching fraction can be written as follows

Γh
inv

Γh
ALL

=
Γ(h → χ̃0

1χ̃
0
1)

ΓHSM

Total + Γ(h → χ̃0
1χ̃

0
1)
. (14)

10

Invisible Z and Higgs decays



m2
τ̃LR

, and not on the overall sign. However, using a similar argument, the heavier stau τ̃2
cannot work constructively with the W boson loop, and will thus suppress the decay rate.

The exact form of the Higgs coupling to the staus, ghτ̃i, can be expressed as [36]

ghτ̃1 =
1

m2
τ̃1

[

m2
τ +m2

Z

(

−
1

2
cos2 θτ̃ + sin2 θW cos 2θτ̃

)

cos 2β −
mτ

2

(

Aτ − µ tanβ
)

sin 2θτ̃

]

,

(26a)

ghτ̃2 =
1

m2
τ̃2

[

m2
τ +m2

Z

(

−
1

2
sin2 θτ̃ − sin2 θW cos 2θτ̃

)

cos 2β +
mτ

2

(

Aτ − µ tanβ
)

sin 2θτ̃

]

,

(26b)

where, sin 2θτ̃ is given by

sin 2θτ̃ =
2mτ

(

Aτ − µ tanβ
)

m2
τ̃2
−m2

τ̃1

. (27)

The combination (Aτ −µ tanβ
)

sin 2θτ̃ in ghτ̃i of eqs. (26) is positive definite. Expanding the
couplings up to O(mEW/mSUSY), where mEW is mτ or mZ and mSUSY is Aτ or µ, and using
eq. (27), the stau contribution to the amplitude can be expressed as

M = −
1

4
sin2 2θτ

(

m2
τ̃2 −m2

τ̃1

)

( 1

m2
τ̃1

A0(ττ̃1)−
1

m2
τ̃2

A0(ττ̃2)
)

+O
(

(mEW/mSUSY)
2
)

. (28)

Recalling that A1(τ) × A0(τ) < 0 from eq. (21), the contribution of the lighter stau loop
interferes constructively with the dominantW boson loop and can increase the size of the two
photon decay width, while the heavier stau loop interferes destructively and can decrease it.
However, unlike in the chargino case, the relationship ghτ̃1 ∼ −ghτ̃2 is not necessary satisfied.
Both the large mixing angle |θτ̃ | ∼ 45◦ and large mass splitting mτ̃2 −mτ̃1 imply ghτ̃1 ≫ −ghτ̃2 ,
thus resulting in an enhancement of Γ(h → γγ) by the lightest stau τ̃1.

In Figure 4 we show contours of the ratio Γ(h → γγ)/Γ(HSM → γγ) in the mτ̃1 − θτ̃
plane for different values of ∆mτ̃ . For our numerical analysis, we have taken the model
parameters as mt = 173.5, mτ = 1.77682, mW = 80.385, mZ = 91.1876, mh = 125.5 GeV,
sin2 θw = 0.23116 and tan β = 10. This ratio can be compared with the measured signal
strengths at the LHC, assuming that the Higgs production cross-section and total decay
widths are not significantly modified. The present ATLAS measurement of the Higgs signal
strength in the di-photon channel is 1.6±0.3 [37], while the CMS measurement is 0.78±0.27
from their MVA analysis and 1.11 ± 0.31 from their cut-based analysis [38]. Since the SM
value of 1 is consistent at the 2σ level with both the current measurements, no conclusion
can be drawn at the moment from the data. However, since the ATLAS data continues to
show an enhancement in the central value, future improvement of this measurement may
provide the first hint of new physics in Higgs properties.

From Figure 4, we can see the correlation between this decay rate and the neutralino
annihilation rate to tau pairs. Two important differences between these two observables are
that even though the di-photon branching fraction also increases with ∆mτ̃ , but unlike in
the case of ⟨σv⟩(χ̃0

1χ̃
0
1 → τ+τ−), it does not reach an asymptotic value for some ∆mτ̃ . In

addition, the diphoton branching fraction is symmetric about θτ̃ = 0◦, while ⟨σv⟩ is not.
We emphasize that the region of the τ̃ parameter space favored by the DM annihilation rate
⟨σv⟩ ∼ ⟨σv⟩0 overlaps with the region which enhances the h → γγ rate.
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B Slepton mass and mixing

In this appendix, we define our notation for slepton masses and mixing, which play a major
role in our study. The scalar supersymmetric partners l̃L,R of the left and right handed leptons
mix with each other and give rise to the mass eigenstates l̃1,2. The current eigenstates l̃L,R
are related to the mass eigenstates l̃1,2 by a real unitary matrix as

(

l̃L
l̃R

)

=

(

cos θl sin θl
− sin θl cos θl

)(

l̃1
l̃2

)

. (A-12)

The slepton mass squared matrix in the current state basis is given by

−L =
(

l̃∗L l̃∗R
)

(

m2
l̃L

m2
l̃LR

m2
l̃LR

m2
l̃R

)

(

l̃L
l̃R

)

, (A-13)

whose matrix elements are

m2
l̃L

= m2
L̃
+m2

Z cos 2β
(

−1/2 + sin2 θw
)

+m2
l , (A-14a)

m2
l̃R

= m2
Ẽ
−m2

Z cos 2β sin2 θw +m2
l , (A-14b)

m2
l̃LR

= ml

(

Al − µ tanβ
)

. (A-14c)

By diagonalizing the mass squared matrix, we determine the mass eigenvalues:

m2
l̃1,l̃2

=
m2

l̃L
+m2

l̃R

2
∓

√

(m2
l̃L
−m2

l̃R
)2 + (2m2

l̃LR
)2

2
. (A-15)

The squared mass of the corresponding sneutrino is given by

m2
ν̃ = m2

L̃
+

1

2
m2

Z cos 2β. (A-16)

The mixing angle θl̃ takes the form

sin 2θl̃ =
2m2

l̃LR
√

(m2
l̃L
−m2

l̃R
)2 + (2m2

l̃LR
)2

=
2m2

l̃LR

m2
l̃2
−m2

l̃1

, (A-17a)

cos 2θl̃ =
−(m2

l̃L
−m2

l̃R
)

√

(m2
l̃L
−m2

l̃R
)2 + (2m2

l̃LR
)2

=
−(m2

l̃L
−m2

l̃R
)

m2
l̃2
−m2

l̃1

, (A-17b)

and, in addition,

sin θl̃ =
m2

l̃LR
√

(m2
l̃2
−m2

l̃L
)2 + (m2

l̃LR
)2
, (A-18a)

cos θl̃ =
m2

l̃2
−m2

l̃L
√

(m2
l̃2
−m2

l̃L
)2 + (m2

l̃LR
)2

(A-18b)
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Figure 1. The SUSY contributions to the muon g−2 which give the leading terms of the expansion
in mZ/mSUSY. The photon (wavy line) is attached to all the charged particles.

which includes all the major updates on the e+e− → hadrons data, and adopts the esti-

mate [88], al-by-l
µ = 10.5(2.6)×10−10 , for the light-by-light contribution. Other independent

analyses [10–12] based on the e+e− data give similar estimates. Hence, the observed value

of the muon g − 2 is larger than the SM prediction by

δaµ ≡ aexp
µ − aSM

µ = (25.9 ± 8.1) × 10−10, (2.3)

which differs from zero by 3.2 σ. It is tempting to interpret the difference as a con-

tribution of new particles with the muon quantum number, such as smuons in the

SUSY SM. Throughout this article we assume that the MSSM contribution accounts for

this discrepancy.

In the MSSM, the contribution to the muon g − 2 has been calculated up to and

including the two-loop level [89–92]. In view of the smallness of the two-loop contribution,

in this paper we restrict our analyses in the one-loop approximation.1

At one-loop, the MSSM contribution comes from the chargino contribution aµ(χ̃−)

and the neutralino contribution aµ(χ̃0). The relevant one-loop expressions in the notation

of ref. [1] are found e.g. in refs. [95, 96], as:

aµ(χ̃−) =
1

8π2

mµ

meνµ

2∑

j=1

⎧
⎨

⎩

(∣
∣
∣
∣g

eχ−

j µeνµ

L

∣
∣
∣
∣

2

+

∣
∣
∣
∣g

eχ−

j µeνµ

R

∣
∣
∣
∣

2
)

mµ

meνµ

G1

⎛

⎝
m2

eχ−

j

m2
eνµ

⎞

⎠

+ Re

[(

g
eχ−

j µeνµ

R

)∗

g
eχ−

j µeνµ

L

] m
eχ−

j

meνµ

G3

⎛

⎝
m2

eχ−

j

m2
eνµ

⎞

⎠

⎫
⎬

⎭
, (2.4a)

1The effect from the tan β-enhanced resummation in the muon-muon-Higgs vertex can change the MSSM

contribution by about 10% [93, 94], which does not affect the conclusions in the present paper significantly.
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aµ(χ̃0) = −
1

8π2

2∑

i=1

mµ

meµi

4∑

j=1

⎧
⎨

⎩

(∣
∣
∣
∣g

eχ0
jµeµi

L

∣
∣
∣
∣

2

+

∣
∣
∣
∣g

eχ0
jµeµi

R

∣
∣
∣
∣

2
)

mµ

meµi

G2

⎛

⎝
m2

eχ0
j

m2
eµi

⎞

⎠

+Re

[(

g
eχ0

jµeµi

R

)∗

g
eχ0

jµeµi

L

] meχ0
j

meµi

G4

⎛

⎝
m2

eχ0
j

m2
eµi

⎞

⎠

⎫
⎬

⎭
, (2.4b)

where

G1(x) =
1

12(x − 1)4
[
(x − 1)(x2 − 5x − 2) + 6x ln x

]
, (2.5a)

G2(x) =
1

12(x − 1)4
[
(x − 1)(2x2 + 5x − 1) − 6x2 ln x

]
, (2.5b)

G3(x) =
1

2(x − 1)3
[(x − 1)(x − 3) + 2 ln x] , (2.5c)

G4(x) =
1

2(x − 1)3
[(x − 1)(x + 1) − 2x ln x] . (2.5d)

Even though these expressions are useful for numerical calculations, they are not par-

ticularly illuminating for the purpose of understanding their dependences on the SUSY

parameters. The main disadvantage of the above expressions is that they are written in

terms of the mass eigenstates, in terms of which the dependences on the SUSY breaking

parameters are hidden by the electroweak symmetry breaking that causes complex mixings.

In the weak eigenstates, the structure of the one-loop contributions becomes much

more transparent. This simplification occurs since the expressions in the weak eigenstates

are equivalent to the mZ/mSUSY expansion, where mSUSY is the typical SUSY breaking

mass scale. The price we have to pay is that the leading terms in the expansion are not

useful when mSUSY ∼ mZ . However, we will find below that this expansion is very useful

when analyzing the SUSY parameter dependence.

The leading terms in the mZ/mSUSY expansion are given by the five diagrams (a) to

(e) in figure 1, whose contributions can be expressed compactly as

aµ(W̃ -H̃, ν̃µ) =
g2

8π2

m2
µM2µ tan β

m4
ν̃

Fa

(
M2

2

m2
ν̃

,
µ2

m2
ν̃

)

, (2.6a)

aµ(B̃, µ̃L-µ̃R) =
g2
Y

8π2

m2
µµ tan β

M3
1

Fb

(
m2

µ̃L

M2
1

,
m2

µ̃R

M2
1

)

, (2.6b)

aµ(B̃-H̃, µ̃L) =
g2
Y

16π2

m2
µM1µ tan β

m4
µ̃L

Fb

(

M2
1

m2
µ̃L

,
µ2

m2
µ̃L

)

, (2.6c)

aµ(W̃ -H̃, µ̃L) = −
g2

16π2

m2
µM2µ tan β

m4
µ̃L

Fb

(

M2
2

m2
µ̃L

,
µ2

m2
µ̃L

)

, (2.6d)

aµ(B̃-H̃, µ̃R) = −
g2
Y

8π2

m2
µM1µ tan β

m4
µ̃R

Fb

(

M2
1

m2
µ̃R

,
µ2

m2
µ̃R

)

, (2.6e)

respectively. The functions Fa(x, y) and Fb(x, y) are defined as:

Fa(x, y) ≡ −
G3(x) − G3(y)

x − y
, Fb(x, y) ≡ −

G4(x) − G4(y)

x − y
, (2.7)
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Muon (g-2) : dominant contribution

The contribution from the Neutralino-Smuon loops is small for                  GeV  mB̃ ⇠ 10

takes place; and 3) In a SUSY theory, the decay branching fraction of the heavy particle
to gauginos (especially, in our case, χ̃0

1), should be very small, so as not to produce more
DM from the decay. There are generic models which satisfy all these conditions, and for a
recent study focussing on the solution to the DM over-abundance problem, see Ref. [10]. For
TR.H. < TF.O., the relic density of DM is diluted by the factor (TR.H./TF.O.)3. Therefore for
the parameter choice described above, predicting ΩDMh2 = 0.808, to reduce the relic density
to within 2σ of the Planck result, we need to have TR.H. = 0.27 GeV (TF.O. ≃ mχ̃0

1
/20 = 0.5

GeV). As shown in Ref. [10], this value of TR.H. is sufficiently far away from the BBN
epoch and requires a moduli field of mass around 1 PeV. The branching fraction of such
a moduli field to SUSY particles is also negligibly small, O(10−8), thereby satisfying all
the requirements. Therefore, in the MSSM parameter region of our interest, the DM over-
abundance problem can be evaded by appealing to a non-standard thermal history of the
universe.

6 The muon g − 2 with a 10 GeV neutralino

The difference between the SM prediction and the experimental value of the muon g − 2 is
given by [46]

aEXP
µ − aSMµ = (26.1± 8.0)× 10−10 (29)

which differs from zero at 3.3σ, where aµ = (gµ − 2)/2. We take this discrepancy as a hint
of new physics, and explore to what extent it can be accounted for by the supersymmet-
ric particles. In the MSSM, aµ receives contributions at one loop level from the chargino
(χ̃±)−muon sneutrino (ν̃µ) loop and the neutralino (χ̃0)−smuon (µ̃) loop.

In this section, we estimate the MSSM contribution to the muon g−2 in our scenario with
a 10 GeV bino-like neutralino, taking into account all the experimental constraints discussed
in Section 2. Our main findings can be summarized as follows. Even though the bino-like
neutralino is significantly light, the bino contribution is unlikely to account for the difference
in eq. (29), unless (Aµ−µ tanβ) ∼ 1770 TeV for mµ̃1

= 350 GeV and θµ̃ = 45◦. After taking
into account the recent ATLAS bounds on chargino and smuon masses, we find that the
contribution from the chargino-muon sneutrino loop is sufficient to explain the data, even if
the contributions from the other diagrams are small. However, in order to accommodate the
g− 2 discrepancy within 1σ a somewhat larger value of tan β (greater than 20) is necessary.

Following the paper by G. C. Cho et al. [47], the leading terms of the MSSM contribution
to the muon g − 2 in the mEW/mSUSY expansion, where mEW is mµ, mW or mZ and mSUSY

is mµ̃, mν̃ , M1, M2 or µ, are given by five diagrams written in terms of weak eigenstates, see
Figure 1 and eq. (2.6) in ref. [47]. In our scenario, where the bino and Higgsino must be
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⎧
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eχ0
j
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eµi

⎞

⎠

⎫
⎬

⎭
, (2.4b)

where

G1(x) =
1

12(x − 1)4
[
(x − 1)(x2 − 5x − 2) + 6x ln x

]
, (2.5a)

G2(x) =
1

12(x − 1)4
[
(x − 1)(2x2 + 5x − 1) − 6x2 ln x

]
, (2.5b)

G3(x) =
1

2(x − 1)3
[(x − 1)(x − 3) + 2 ln x] , (2.5c)

G4(x) =
1

2(x − 1)3
[(x − 1)(x + 1) − 2x ln x] . (2.5d)

Even though these expressions are useful for numerical calculations, they are not par-

ticularly illuminating for the purpose of understanding their dependences on the SUSY

parameters. The main disadvantage of the above expressions is that they are written in

terms of the mass eigenstates, in terms of which the dependences on the SUSY breaking

parameters are hidden by the electroweak symmetry breaking that causes complex mixings.

In the weak eigenstates, the structure of the one-loop contributions becomes much

more transparent. This simplification occurs since the expressions in the weak eigenstates

are equivalent to the mZ/mSUSY expansion, where mSUSY is the typical SUSY breaking

mass scale. The price we have to pay is that the leading terms in the expansion are not

useful when mSUSY ∼ mZ . However, we will find below that this expansion is very useful

when analyzing the SUSY parameter dependence.

The leading terms in the mZ/mSUSY expansion are given by the five diagrams (a) to

(e) in figure 1, whose contributions can be expressed compactly as

aµ(W̃ -H̃, ν̃µ) =
g2

8π2

m2
µM2µ tan β

m4
ν̃

Fa

(
M2

2

m2
ν̃

,
µ2

m2
ν̃

)

, (2.6a)

aµ(B̃, µ̃L-µ̃R) =
g2
Y

8π2

m2
µµ tan β

M3
1

Fb

(
m2

µ̃L

M2
1

,
m2

µ̃R

M2
1

)

, (2.6b)

aµ(B̃-H̃, µ̃L) =
g2
Y

16π2

m2
µM1µ tan β

m4
µ̃L

Fb

(

M2
1

m2
µ̃L

,
µ2

m2
µ̃L

)

, (2.6c)

aµ(W̃ -H̃, µ̃L) = −
g2

16π2

m2
µM2µ tan β

m4
µ̃L

Fb

(

M2
2

m2
µ̃L

,
µ2

m2
µ̃L

)

, (2.6d)

aµ(B̃-H̃, µ̃R) = −
g2
Y

8π2

m2
µM1µ tan β

m4
µ̃R

Fb

(

M2
1

m2
µ̃R

,
µ2

m2
µ̃R

)

, (2.6e)

respectively. The functions Fa(x, y) and Fb(x, y) are defined as:

Fa(x, y) ≡ −
G3(x) − G3(y)

x − y
, Fb(x, y) ≡ −

G4(x) − G4(y)

x − y
, (2.7)
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Figure 1. The SUSY contributions to the muon g−2 which give the leading terms of the expansion
in mZ/mSUSY. The photon (wavy line) is attached to all the charged particles.

which includes all the major updates on the e+e− → hadrons data, and adopts the esti-

mate [88], al-by-l
µ = 10.5(2.6)×10−10 , for the light-by-light contribution. Other independent

analyses [10–12] based on the e+e− data give similar estimates. Hence, the observed value

of the muon g − 2 is larger than the SM prediction by

δaµ ≡ aexp
µ − aSM

µ = (25.9 ± 8.1) × 10−10, (2.3)

which differs from zero by 3.2 σ. It is tempting to interpret the difference as a con-

tribution of new particles with the muon quantum number, such as smuons in the

SUSY SM. Throughout this article we assume that the MSSM contribution accounts for

this discrepancy.

In the MSSM, the contribution to the muon g − 2 has been calculated up to and

including the two-loop level [89–92]. In view of the smallness of the two-loop contribution,

in this paper we restrict our analyses in the one-loop approximation.1

At one-loop, the MSSM contribution comes from the chargino contribution aµ(χ̃−)

and the neutralino contribution aµ(χ̃0). The relevant one-loop expressions in the notation

of ref. [1] are found e.g. in refs. [95, 96], as:

aµ(χ̃−) =
1

8π2
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meνµ
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⎧
⎨

⎩

(∣
∣
∣
∣g

eχ−

j µeνµ

L

∣
∣
∣
∣

2

+

∣
∣
∣
∣g

eχ−

j µeνµ

R

∣
∣
∣
∣

2
)

mµ

meνµ

G1

⎛

⎝
m2

eχ−

j

m2
eνµ

⎞

⎠

+ Re

[(

g
eχ−

j µeνµ

R

)∗

g
eχ−

j µeνµ

L

] m
eχ−

j

meνµ

G3

⎛

⎝
m2

eχ−

j

m2
eνµ

⎞

⎠

⎫
⎬

⎭
, (2.4a)

1The effect from the tan β-enhanced resummation in the muon-muon-Higgs vertex can change the MSSM

contribution by about 10% [93, 94], which does not affect the conclusions in the present paper significantly.
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Muon (g-2): Contribution from diagrams with Bino 

M2=300, mu=600, tb=30, smuL=smuR=350, all in GeV
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