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Outline

• Jet algorithms	


✤ Definitions, features, hadronization & UE	


• Jet substructure	


✤ Jet profiles, jet grooming	


✤ ATLAS diboson	


✤ Energy correlation functions	


✤ Quark-gluon jet discrimination	


• Conclusions
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Jet observables should be:

• Computable from data in reasonable time	


• Calculable in perturbative QCD	


• Robust against non-perturbative effects	


• Correctable for underlying event
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Jet clustering algorithms
• Compute list of {dij,diB}	


!

✤ If dij is smallest, combine i & j	


✤ If diB is smallest, i is a jet: remove it from list	


✤ Repeat until list is empty	


•          : kT algorithm (scale of running coupling)	


•          : Cambridge/Aachen algorithm (angular ordering)	


•          : anti-kT algorithm (cone jets, not QCD dynamics)
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performed using SHERPA for e+e� and pp collisions, respectively. In Section 9 we

assess the ability for our analytic results to describe sub-jet multiplicities in boosted

events. In Section 10 we consider the implications for the scaling patterns of jet

multiplicities. Our conclusions are summarized in Section 11. Details of the deriva-

tion and properties of the partial di↵erential equation (PDE) for the average jet

multiplicity are relegated to appendices.

2. The inclusive generalized kt jet algorithms

We consider first the case of multijet production in e+e� annihilation, for which the

inclusive algorithms are defined as described in the FastJet user manual [6], Sect. 4.5.
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Jet algorithms: computation

• Computational geometry

How does anti-kt fare?
[Jets]

Timing v. particle multiplicity 2008

10-4
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10-1

 1 

101

102
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t /
 s

N

KtJe
t k t

CDF MidPoint (s
eeds >

 0 GeV)

CDF MidPoint (seeds > 1 GeV)

CDF JetClu (very unsafe)

FastJet

Seedless IR Safe Cone

(SISCone)

Cam/Aachen

R=0.7

anti-k t

LHC lo-lumi LHC hi-lumi LHC Pb-Pb

kt

in critical region of N ∼ 2000− 4000

1000 times faster than previous attempts with similar jet algorithms

FastJet code available publicly at http://fastjet.fr/

G. Salam (CERN/Princeton/LPTHE) QCD and the LHC 24 / 36

FastJet: Cacciari & Salam, Phys Lett B 641(2006)57 
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Jet hadronization
• Simple “tube” model describes many features
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Jet hadronization
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• Algorithm should classify tube as 2-jet	


✤           smallest is best 	


• JADE: 	


• LUCLUS, kT: 	


• Cambridge/Aachen:	


• Anti-kT: 

hy3�jeti

hy3�jeti ⇠ �/Q

hy3�jeti ⇠ (� lnQ/Q)2

hy3�jeti ⇠ (� ln lnQ/Q)2

hy3�jeti ⇠ (�/Q)2
(c)

(a) (b)

Figure 2: Resolving a third jet in the final state of the tube model: (a) JADE, (b)
Durham, (c) angular-ordered Durham algorithm.

The largest value of ycut at which this can be achieved occurs when one half of the tube
is divided axially into two half-cylinders, as illustrated in Fig. 2(b), giving

Pt ∼
∫ Y

0

∫

d2pt|ptx|ρ(pt) ∼
2

π
λY (2.6)

and hence

⟨y3⟩D ∼
(

2λ ln(Q/λ)

πQ

)2

. (2.7)

This is shown by the solid curve in Fig. 3, which agrees well enough with the Monte Carlo

tube model data (circles). We see the expected great improvement relative to the JADE
algorithm, due to the power-suppression factor of 1/Q2 rather than 1/Q. However, the

presence of the log-squared enhancement factor means that the coefficient of 1/Q2 is far
larger than O (λ2), the order of magnitude that one might hope to be achievable with an
optimal jet algorithm.

An alternative way of estimating non-perturbative contributions to ⟨y3⟩ has been

proposed in Ref. [15]. At lowest order in perturbation theory, for any infrared-safe jet
algorithm, this quantity is proportional to αS. In higher orders it is given by a power series

in αS(Q), where the argument of the coupling is set by the only available hard-scattering
scale Q = Ecm. Now although the perturbative predictions may be expressed in terms of

αS(Q), one cannot avoid sensitivity to the region of low momenta k ≪ Q inside integrals
that contribute to those predictions. This sensitivity makes the perturbation series in
αS(Q) strongly divergent at high orders, leading to power-behaved ambiguities.

In the ‘dispersive approach’ of Ref. [15] these so-called renormalon ambiguities are

resolved by assuming the existence of a universal low-energy effective strong coupling
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Dokshitzer, Leder, Moretti, BW, JHEP 08(1997)001 

yij = (k2t )ij/Q
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Jet algorithms: hadronization

• Anti-kT is best for small hadronization effect
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Jet algorithms: underlying event

10

Jet contours – visualised[1. Defining jets]

Gavin Salam (CERN/Princeton/Paris) Jets in SM and beyond PANIC, 28 July 2011 8 / 25

• Anti-kT is best for controlled UE subtraction

Cacciari, Salam, Soyez, JHEP04(2006)063 
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Jet cross sections

• Compared with stand-
alone event generators 
(no matching or merging)	


• Little difference between 
C/A and anti-kT jet 
distributions

Jimmy [36] for an underlying event model. Unless otherwise specified, Pythia samples

use the AMBT1 tune [28]. In some figures the Perugia2010 Pythia tune is used [37], which

has been found to describe jet shapes more accurately at ATLAS [14]. Leading-order parton

density functions are taken from the MRST2007 LO* set [38, 39], unless stated otherwise.

No pile-up was included in any of these samples.

The MC generated samples are passed through a full simulation [40] of the ATLAS de-

tector and trigger, based on GEANT4 [41]. The Quark Gluon String Precompound (QGSP)

model is used for the fragmentation of nuclei, and the Bertini cascade (BERT) model for

the description of the interactions of the hadrons in the medium of the nucleus [42].

6 Detector-level Distributions

Detector-level distributions for jet pT, �, mass,
�
d12,

�
d23, ⇥21 and ⇥32 are shown in

Figures 1-6. The statistical uncertainty represented in ratios is that from Monte Carlo and

data added in quadrature. Representative distributions of the substructure variables are

shown for the 300–400 GeV bin only. The Monte Carlo is normalised to the data separately

in each plot. The properties of these jets are observed to be reasonably well modelled by

leading-order parton-shower Monte Carlo. There are approximately four times fewer split

and filtered jets (e.g. Figure 3) because many jets fail the splitting criteria described above.
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Figure 1. pT (left) and � distribution (right) of Cambridge-Aachen R = 1.2 jets with pT >
200 GeV.
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Figure 3. pT (left) and � distribution (right) of Cambridge-Aachen R = 1.2 jets after splitting
and filtering with pT > 200 GeV.
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ATLAS, arXiv:1203.4606
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Jet Substructure
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Jet profiles
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CMS, arXiv:1204.3170

• Anti-kT, R=0.7	


• Different jet pT bins	


• Stand-alone Herwig++ & Pythia describe fairly well (±20%)

• Energy flow 
versus r < R

4 4 Jet observables

R"
ra"

rb"

ρ(r)"

R"
r"

Ψ(r)"
1-Ψ(r)"

Figure 1: Pictorial definition of the differential (top) and integrated (bottom) jet shape quanti-
ties. Analytical definitions of these quantities are given in the text.

where dr = 0.1.

The integrated jet shape Y(r) is defined as the average fraction of the transverse momentum of
particles inside a cone of radius r around the jet axis:

Y(r) =
Â

ri<r
pT,i

Â
ri<R

pT,i
.

The sums run over the reconstructed particles, with the distance ri =
q
(yi � yjet)2 + (fi � fjet)2

relative to the jet axis described by yjet and fjet, and R = 0.7.

The observed detector-level jet shapes and true particle-level jet shapes differ because of jet
energy resolution effects, detector response to individual particles, smearing of the jet direc-
tions, smearing of the individual particle directions, and inefficiency of particle reconstruction,
especially at low pT. The data are unfolded to the particle level using bin-by-bin corrections
derived from the CMS simulation based on the PYTHIA 6.4 (PYTHIA6) MC generator [32] tuned
to the CMS data (tune Z2). The Z2 tune is identical to the Z1 tune described in [33], except that
Z2 uses the CTEQ6L [34] parton distribution function (PDF), while Z1 uses CTEQ5L [35] PDF.
The correction factors are determined as functions of r for each jet pT and rapidity bin and vary
between 0 and 20%. Since the MC model affects the momentum and angular distributions and
flavour composition of particles in a jet, and therefore the simulated detector response to the
jet, the unfolding factors depend on the MC model. In order to estimate the systematic un-
certainty due to the fragmentation model, the corrections are also derived using PYTHIA8 [36],
PYTHIA6 tune D6T [32], and HERWIG++ [37]. The largest difference of these three sets of cor-
rection factors from those of PYTHIA6 tune Z2 is assigned as the uncertainty on the correction.
This uncertainty is typically 2–3% in the region where the bulk of the jet energy is deposited
and increases to as high as 15% at large radii where the momentum of particles is very small.
For very high pT jets where the fraction of jet momentum deposited at large radii is extremely
small, the uncertainty is less than 1% at r = 0.1 and reaches 25% at high radii.

The impact of the calibration uncertainties for particles used to measure the jet shapes is studied
separately for charged hadrons, neutral hadrons, and photons. The calibration of each type of
particle is varied within its measurement uncertainty, depending on its pT and h. The resulting

3

used as inputs to the clustering algorithm to form calorimeter jets. Tracks originating from the
interaction vertex [28] are associated with these calorimeter jets based on the separation in h-f
space between the jet direction and track direction at the interaction vertex. In the case of par-
tially overlapping jets, tracks are assigned to the jet with the minimum pT-weighted distance
between each track and the jet axis. These tracks are categorized as muon, charged pion, and
electron candidates, and the jet momentum is corrected by substituting their expected parti-
cle energy deposition in the calorimeter with their momentum. These track-corrected jets are
referred to as JPT jets.

The pT of both types of jets are corrected to the particle-level jet pT [29]. In both cases, the ra-
tio of the reconstructed jet pT to the particle jet pT is close to unity, and only small additional
corrections to the jet energy scale, of the order of 5–10%, are needed. These corrections are
derived from GEANT4-based [30] CMS simulations, based on the pT ratio of the particle jet
formed from all stable (ct > 1 cm) particles to the reconstructed jet, and also in situ measure-
ments using dijet and photon + jet events [29]. The uncertainty on the absolute jet energy scale
is studied using both data and MC events and is found to be less than 5% for all values of jet
pT and h. In order to remove jets coming from instrumental noise, jet quality requirements are
applied [31].

The JPT jets are reconstructed with the anti-kT jet clustering algorithm and distance parameter
D = 0.5 [23]. The tracks associated with JPT jets are used to measure the charged-hadron multi-
plicity and the transverse size of the jets in the jet pT range 50 GeV/c < pT < 1 TeV/c. The PF jets
reconstructed with a distance parameter D = 0.7 are used to measure the jet shapes in the jet pT
range 20 GeV/c < pT < 1 TeV/c. Owing to the larger jet size, jet shape measurements evaluate a
larger fraction of the momentum from the originating parton and are relatively more sensitive
to momentum deposited by multiple-parton interactions (MPIs), thus providing important in-
formation to tune both the parton showering and MPI models in the event generators. To
minimize the contribution from additional pp interactions in a triggered event (pileup), events
with only one reconstructed primary vertex are selected for jet shape measurements, as the
measurements use both charged and neutral particles. For charged-hadron multiplicity and jet
transverse size studies, the events with multiple vertices are also considered as these studies
use only those tracks that are associated with the primary vertex. The primary vertex is defined
as the vertex with the highest sum of transverse momenta of all reconstructed tracks pointing
to it.

4 Jet observables

We have studied several observables to characterize the jet structure. These observables are
complementary and they can provide a more comprehensive picture of the composition of jets.
In order to compare the resulting measurements with theoretical predictions, all the observ-
ables are corrected back to the particle level by taking into account detector effects using MC
simulations.

4.1 Jet shapes

The differential jet shape r(r) is defined as the average fraction of the transverse momentum
contained inside an annulus of inner radius ra = r � dr/2 and outer radius rb = r + dr/2 as
illustrated in Fig. 1:

r(r) =
1
dr

Â
ra<ri<rb

pT,i

Â
ri<R

pT,i
,
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Figure 3: Differential jet shape as a function of the distance from the jet axis for central jets
(|y| < 1) with jet transverse momentum ranging from 140 to 1000 GeV/c for representative jet
pT bins. The data are compared to particle-level HERWIG++, PYTHIA8, and PYTHIA6 predictions
with various tunes. Statistical uncertainties are shown as error bars on the data points and the
shaded region represents the total systematic uncertainty of the measurement. Data points are
placed at the bin centre; the horizontal bars show the size of the bin. The ratio of each MC
prediction to the data is also shown in the lower part of each plot.
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Figure 3: Differential jet shape as a function of the distance from the jet axis for central jets
(|y| < 1) with jet transverse momentum ranging from 140 to 1000 GeV/c for representative jet
pT bins. The data are compared to particle-level HERWIG++, PYTHIA8, and PYTHIA6 predictions
with various tunes. Statistical uncertainties are shown as error bars on the data points and the
shaded region represents the total systematic uncertainty of the measurement. Data points are
placed at the bin centre; the horizontal bars show the size of the bin. The ratio of each MC
prediction to the data is also shown in the lower part of each plot.
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Figure 3: Differential jet shape as a function of the distance from the jet axis for central jets
(|y| < 1) with jet transverse momentum ranging from 140 to 1000 GeV/c for representative jet
pT bins. The data are compared to particle-level HERWIG++, PYTHIA8, and PYTHIA6 predictions
with various tunes. Statistical uncertainties are shown as error bars on the data points and the
shaded region represents the total systematic uncertainty of the measurement. Data points are
placed at the bin centre; the horizontal bars show the size of the bin. The ratio of each MC
prediction to the data is also shown in the lower part of each plot.
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Figure 3: Differential jet shape as a function of the distance from the jet axis for central jets
(|y| < 1) with jet transverse momentum ranging from 140 to 1000 GeV/c for representative jet
pT bins. The data are compared to particle-level HERWIG++, PYTHIA8, and PYTHIA6 predictions
with various tunes. Statistical uncertainties are shown as error bars on the data points and the
shaded region represents the total systematic uncertainty of the measurement. Data points are
placed at the bin centre; the horizontal bars show the size of the bin. The ratio of each MC
prediction to the data is also shown in the lower part of each plot.
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Jet grooming

• Aim is to “clean up” jets by reducing effects of soft QCD 
radiation, hadronization, underlying event, pileup, …	


✤ Especially to find boosted heavy object decays (V, H, t, …)	


• E.g. (BDRS): sequentially de-cluster C/A jet, 	


✤ throw away less massive* subjet if	


!

✤ Stop when	


• *Better (DFMS): throw away subjet with less

14

Butterworth, Davison, Rubin, Salam, arXiv:0802.2470
Dasgupta, Fregoso, Marzani, Salam, arXiv:1307.0007

J ! i+ j

y = min{p2Ti, p
2
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ij/m
2
J ' min{pTi, pTj}/max{pTi, pTj} < ycut

m2
i + p2Ti

y > ycut
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ATLAS Diboson
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ATLAS grooming

• C/A (R=1.2) dijets with mjj>1.05 TeV, |hj|<2, |Dhjj|<1.2	


• Each jet BDRS groomed with ycut=0.04	


• Resulting subjets reclustered (C/A) with R=0.3	


• Keep 3 highest-pT subjets of each jet  [V   qq(g)]

16

ATLAS, arXiv:1506.00962
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Figure 3: Fits of the background model to the dijet mass (mj j) distributions in (a) Pythia 8 and (b) Herwig++ simu-
lated background events that have passed all event selection and tagging requirements. The events are reweighted in
both cases to correctly reproduce the leading-jet pT distribution for untagged events, and the simulated data samples
were scaled to correspond to a luminosity of 20.3 fb�1. The significance shown in the inset for each bin is calculated
using the statistical errors of the simulated data.
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Figure 4: Fits of the background model to the dijet mass (mj j) distributions in data events (a) before boson tagging,
and (b) where both jets pass all tagging requirements except for the mj requirement, and instead satisfy 40 < mj 
60 GeV.

fits of the chosen function to simulations of the dominant background as well as sidebands and control
regions of data in which a signal contribution is expected to be negligible. These e↵ects were estimated
to be no more than 25% of the statistical uncertainty at any mass in the search region. The e↵ect of
the uncertainty on the trigger e�ciency, the variations of the selection e�ciencies as a function of the

12
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Diboson selection

• WZ, WW, ZZ selection:

17

y = min(p2Tj1 , p
2
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(j1,j2)
/m2

J ' min(pTj1 , pTj2)/max(pTj1 , pTj2)jet’s mass must fall within either the W or Z mass window, consistent with the WZ, WW or ZZ final state
being studied.
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Figure 1: The distribution of the boson-tagging variables (a) subjet momentum balance py, (b) number of tracks
ntrk matched to the jet, and (c) mass mj of the groomed jet, in simulated signal and background events. The signal
and background distributions are normalised to unit area, and the last bin of each histogram includes the fraction
of events falling outside of the displayed range. Requirements are placed on the events used to ensure that the
kinematics of the signal and background events are comparable.

5 Event selection

High-mass resonances decaying to a pair of boosted vector bosons with subsequent hadronic decay are
recognised as two large-radius massive jets with large momentum, typically balanced in pT. Events in
this search must therefore first satisfy the high-pT large-radius jet trigger, which is found to select over
99% of C/A R=1.2 jets within |⌘| < 2.0 and with ungroomed pT greater than 540 GeV.

Events are removed if they contain a prompt electron candidate with ET > 20 GeV in the regions |⌘| < 1.37
or 1.52 < |⌘| < 2.47, or a prompt muon candidate with pT > 20 GeV in the region |⌘| < 2.5. This
requirement ensures that this analysis has no events in common with other diboson search analyses [21,
22]. Events with reconstructed missing transverse momentum exceeding 350 GeV are also removed, as
these are used in searches sensitive to diboson resonances with a Z boson decaying to neutrinos [47].

8

jet’s mass must fall within either the W or Z mass window, consistent with the WZ, WW or ZZ final state
being studied.
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Figure 1: The distribution of the boson-tagging variables (a) subjet momentum balance py, (b) number of tracks
ntrk matched to the jet, and (c) mass mj of the groomed jet, in simulated signal and background events. The signal
and background distributions are normalised to unit area, and the last bin of each histogram includes the fraction
of events falling outside of the displayed range. Requirements are placed on the events used to ensure that the
kinematics of the signal and background events are comparable.

5 Event selection

High-mass resonances decaying to a pair of boosted vector bosons with subsequent hadronic decay are
recognised as two large-radius massive jets with large momentum, typically balanced in pT. Events in
this search must therefore first satisfy the high-pT large-radius jet trigger, which is found to select over
99% of C/A R=1.2 jets within |⌘| < 2.0 and with ungroomed pT greater than 540 GeV.

Events are removed if they contain a prompt electron candidate with ET > 20 GeV in the regions |⌘| < 1.37
or 1.52 < |⌘| < 2.47, or a prompt muon candidate with pT > 20 GeV in the region |⌘| < 2.5. This
requirement ensures that this analysis has no events in common with other diboson search analyses [21,
22]. Events with reconstructed missing transverse momentum exceeding 350 GeV are also removed, as
these are used in searches sensitive to diboson resonances with a Z boson decaying to neutrinos [47].
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Figure 1: The distribution of the boson-tagging variables (a) subjet momentum balance py, (b) number of tracks
ntrk matched to the jet, and (c) mass mj of the groomed jet, in simulated signal and background events. The signal
and background distributions are normalised to unit area, and the last bin of each histogram includes the fraction
of events falling outside of the displayed range. Requirements are placed on the events used to ensure that the
kinematics of the signal and background events are comparable.

5 Event selection

High-mass resonances decaying to a pair of boosted vector bosons with subsequent hadronic decay are
recognised as two large-radius massive jets with large momentum, typically balanced in pT. Events in
this search must therefore first satisfy the high-pT large-radius jet trigger, which is found to select over
99% of C/A R=1.2 jets within |⌘| < 2.0 and with ungroomed pT greater than 540 GeV.

Events are removed if they contain a prompt electron candidate with ET > 20 GeV in the regions |⌘| < 1.37
or 1.52 < |⌘| < 2.47, or a prompt muon candidate with pT > 20 GeV in the region |⌘| < 2.5. This
requirement ensures that this analysis has no events in common with other diboson search analyses [21,
22]. Events with reconstructed missing transverse momentum exceeding 350 GeV are also removed, as
these are used in searches sensitive to diboson resonances with a Z boson decaying to neutrinos [47].
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Diboson signal

• Selections overlap: fits possible 
with WZ,WW or ZZ=0
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Figure 5: Background-only fits to the dijet mass (mj j) distributions in data (a) after tagging with the WZ selection,
(b) after tagging with the WW selection and (c) after tagging with the ZZ selection. The significance shown in
the inset for each bin is the di↵erence between the data and the fit in units of the uncertainty on this di↵erence.
The significance with respect to the maximum-likelihood expectation is displayed in red, and the significance when
taking the uncertainties on the fit parameters into account is shown in blue. The spectra are compared to the signals
expected for an EGM W 0 with mW0 = 1.5, 2.0, or 2.5 TeV or to an RS graviton with mGRS = 1.5 or 2.0 TeV.

to the shape of the signal, and N is a log-normal distribution for the nuisance parameters, ✓, modelling
the systematic uncertainty on the signal normalisation. The expected number of events is the bin-wise
sum of the events expected for the signal and background: nexp

= nsig

+ nbg

. The number of expected
background events in dijet mass bin i, ni

bg, is obtained by integrating dn/dx obtained from eqn. (1) over
that bin. Thus nbg

is a function of the dijet background parameters p1, p2, p3. The number of expected
signal events, nsig

, is evaluated based on MC simulation assuming the cross section of the model under
test multiplied by the signal strength and including the e↵ects of the systematic uncertainties described in
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Figure 5: Background-only fits to the dijet mass (mj j) distributions in data (a) after tagging with the WZ selection,
(b) after tagging with the WW selection and (c) after tagging with the ZZ selection. The significance shown in
the inset for each bin is the di↵erence between the data and the fit in units of the uncertainty on this di↵erence.
The significance with respect to the maximum-likelihood expectation is displayed in red, and the significance when
taking the uncertainties on the fit parameters into account is shown in blue. The spectra are compared to the signals
expected for an EGM W 0 with mW0 = 1.5, 2.0, or 2.5 TeV or to an RS graviton with mGRS = 1.5 or 2.0 TeV.
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FIG. 1. A simple picture of the WW (red), WZ (green), and
ZZ (blue) signal regions used in [1], in the mj–mj plane of
the two fat jets in an event. We also show our labelling of
disjoint signal regions A,B,C,D,E, F .

Additionally, data are reported in the auxiliary informa-
tion of [1] (https://twiki.cern.ch/twiki/bin/view/
AtlasPublic/ExoticsPublicResults) for the combina-
tions WW + ZZ and WW + WZ + ZZ of the three
aforementioned regions. Clearly, a selected event may
be common to more than one signal region — Figure 1
shows a cartoon of the overlap of the signal regions in
the (mj ,mj) plane of the two fat jets.

It is not reported which of the excess events around
2TeV are common to more than one signal region; how-
ever, from the data available, we may infer the number
of common excess events as follows. Hereafter, we shall
concern ourselves with only the three bins of mjj nearest
to 2 TeV, where ATLAS observed the excesses.

Firstly, we seek to disentangle the overlapping signal
regions into regions that partition the parameter space
of interest. We define six disjoint regions A to F in the
(mj ,mj) plane (Fig. 1) which in combination comprise
the five ATLAS signal regions on which we have data:

WW = A+B + C,

ZZ = C + E + F,

WZ = B + C +D + E,

WW + ZZ = A+B + C + E + F,

WW +WZ + ZZ = A+B + C +D + E + F.

In Table I we show the three possible arrangements of
the events in the disjoint regions A–F that are compati-
ble with the ATLAS data in the five overlapping regions,
summed over the three mjj bins of interest. In each of
the five signal regions, ATLAS also provides an estimate
of the SM background by fitting a smooth curve to the
observed mjj spectrum. There is a continuum of possible
values for the SM background in the six disjoint regions
that are consistent with ATLAS’s numbers in the five
overlapping regions — we break the degeneracy by tak-
ing the solution with equal ratios of background in A to

A B C D E F

nobs,1
i 2 6 5 0 4 0

nobs,2
i 1 7 5 0 3 1

nobs,3
i 0 8 5 0 2 2
µSM

i 2.09 2.72 1.00 2.43 0.46 0.34

TABLE I. The three possible arrangements of the observed
events into the six disjoint signal regions A–F of Fig. 1, as well
as our estimate of the expected event numbers in each region,
summed over the three bins mjj/TeV 2 [1.85 � 1.95, 1.95 �
2.05, 2.05� 2.15].

W jet tag only W and Z jet tag Z jet tag only
true W 0.25 0.36 0.04
true Z 0.11 0.39 0.21

TABLE II. Probability that a W or Z is tagged with a W or
Z tag.

F , and in B to E, as is consistent with a QCD dijet back-
ground that is roughly flat in the (mj ,mj) plane. The
sums over the three mjj bins of the resulting expected
values in the regions A–F are also shown in Table I. Note
that the uncertainties in the fitted background spectra
are somewhat di�cult to take into account since they are
likely to be correlated between the di↵erent channels, and
we do not have access to the correlation matrix. Fortu-
nately, the uncertainties are small and we neglect them.
We now construct our likelihood fit to the LHC pro-

duction cross section times branching ratios (� ⇥ BRs)
of a putative resonance that is responsible for the excess
events in Table I. From [1, Fig. 1c], the probabilities
that the W or Z from a 2TeV diboson resonance has
an mj in the W or Z window are approximately as in
Table II. Note that these numbers come from the AT-
LAS simulation of a Randall-Sundrum graviton, which
(when it decays to W s or Zs) decays almost exclusively
to longitudinally polarised bosons; transversely polarised
bosons would have di↵erent mj distributions [19], so the
numbers should be taken cum grano salis for other new
physics models. The probabilities of a diboson resonance
event satisfying the respective mj cuts of the signal re-
gions A to F are thus shown in Table III, forming a 3 by 6
matrix Mji. We multiply the probabilities in Table III by
a factor of ✏ = 0.33⇥ 0.67 to match the reported e�cien-
cies of [1, Fig. 2b], with an additional probability of 0.67
for the signal to be in the three mjj bins that we consider
[1, Fig. 2a]. Given a vector sj = {sWW , sWZ , sZZ} of
the number of “truth” signal diboson pairs issuing from

Mji A B C D E F
true WW 0.063 0.182 0.132 0.018 0.025 0.001
true WZ 0.028 0.139 0.143 0.057 0.090 0.007
true ZZ 0.012 0.087 0.155 0.047 0.165 0.044

TABLE III. Probability of di↵erent diboson candidates from
a 2 TeV resonance being tagged in each signal region.

• After WZ, WW, ZZ selection

Allanach, Gripaios, Sutherland, arXiv:1507.01638
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Diboson signal

• Combined sample is not so impressive
19
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Diboson candidate
• An event satisfying VV selection:

20
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Diboson critique

• Critique of ATLAS analysis:	

✤ Rfat=1.2 not appropriate for mVV=2 TeV	


✤ RV ~ 2mV/pTV ~ 4mV/mVV ~ 0.2	


✤ Data-driven background estimate is 
problematic:  end of spectrum	


✤ PS MC validation is questionable	


✤ Suppose e.g. Background x (mjj/TeV) …

21

Gonçalves, Krauss, Spannowsky, arXiv:1508.04162

7

• same sign W-boson production W±W±(jj) in the QCD and EW channel,

all simulated using the SHERPA event generator [16]. We observe that the extra contributions are suppressed after
the complete cut-flow. In particular, the relatively large VBF topologies present in some of these backgrounds are
depleted by the selection |y1 � y2| < 1.2, which luckily shape up the extra backgrounds more alike the QCD di-jet.
Integrating all the extra components, we obtain ⇠ 1 event for WZ selection in the mass range 1.9 < mJJ < 2.1 TeV.
As these simulations were performed only at the leading order, we could easily obtain ⇠ 2 events by higher–order
e↵ects, which is still far from the cherished excess.

cuts W 0 ! WZ jjQCD tt̄ V V V j V jjEW jjEW W±W±jj

cross sections in fb

BDRS 2J-tag, pJT > 540 GeV 1.17 28302 45.6 5.34 370 50.8 119 0.50
p
y > 0.45 0.59 4290 9.7 0.67 44 5.4 10 0.1

|y1 � y2| < 1.2 0.45 2791 8.0 0.52 24 3.2 5.8 0.06

|pT1 � pT2|/(pT1 + pT2) < 0.15 0.44 2776 7.8 0.51 24 3.2 5.74 0.054

WZ selection 0.21 26.7 0.18 0.25 0.83 0.01 0.22 0.0005

WZ selection, 1.9 < mJJ < 2.1 TeV 0.14 0.33 0.002 0.04 0.01 0.0002 0.002 0.00001

TABLE I: Cut-flow analysis for signal and SM background components. The selections follow the
ATLAS publication and the cross-sections are given in fb.

Another possible pitfall is related to the way the dominant sample itself behaves. Applying jet substructure
techniques will always introduce additional scales into distributions that otherwise are free of such scales and allow
for a smooth fit with few parameters only. It is therefore not entirely clear, in how far simple functional forms of fits
are able to capture such multi-scale problems, and as a result this must be validated, invoking calculations or Monte
Carlo simulations.

In the ATLAS analysis, the data-driven fit was based on the invariant mass spectrum of QCD di-jet events
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FIG. 5: Invariant mass distribution mJJ for the QCD dijet production channels after BDRS grooming
and a cut on the transverse momentum of the fat jets of pTJ > 540 GeV. Here we compare a
simple leading order matrix element sample, augmented by parton showering, underlying event and
hadronisation with a sample, where multijet merging technology has been applied. In the left panel,
the distribution is shown before and in the right panel it is shown after additional cuts such as the
mass condition on the jets.
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Background model

• Effect of Background x (mjj/TeV): 

22
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Effects of selection cuts

• Need to: 	


✤ compare background model with all these data	


✤ understand effects of  VV selection on q and g jets

23
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Dijet background

• At 2 TeV, ~1/3 gluon jets, ~2/3 quark jets

24

pp 8 TeV |hj|<2, |Dhjj|<1.2
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Energy Correlation 
Functions
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Energy Correlation Functions

26

• Small CN favours N subjets:	


✤ C1 for q/g discrimination (new physics S/B)	


✤ C2 for vector or Higgs boson tagging	


✤ C3 for top tagging

Larkoski, Salam, Thaler, arXiv:1305.0007defined as
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where pTJ is the transverse momentum of the jet with respect to the beam, pT i is the
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The angle RiK is measured between particle i and subjet axis K in the jet. Thus, N -

subjettiness partitions a jet into N subjet regions and measures the pT -weighted angular

distribution with respect to the subjet axis of each particle. There are several di↵erent

choices for how to define the subjet axes; here, we will define the subjet axes by the exclusive

kT jet algorithm [60] with the winner-take-all (WTA) recombination scheme [59, 61, 62].

In contrast to the traditional E-scheme recombination [63], which defines the (sub)jet axis
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C1 for q/g discrimination
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Figure 6: Left: Quark versus gluon discrimination curves using C
(�)

1

for several values of � in

Herwig++ (directly comparable to Fig. 3b). Also plotted is the leading log approximation

for the discrimination curve, Eq. (3.8). Right: Gluon rejection rate for 50% quark e�ciency

as a function of �, for angularities, 1-subjettiness measured with respect to the broadening

axis, and C
(�)

1

in Herwig++ (directly comparable to Fig. 5b). We also tested Pythia 6.425

and Herwig 6.520, whose results lie in between Pythia 8 and Herwig++.

and � = 1 is jet broadening or girth. Among the angularities, Ref. [77] found that jet

broadening (� = 1) was the most powerful angularity for quark/gluon discrimination, and so

is a natural benchmark to compare to C
(�)

1

. When measured with respect to the broadening

axis, ⌧ (�)
1

is a recoil-free observable and is therefore expected to behave similarly to C
(�)

1

.

In Fig. 5a we plot the discrimination curves for angularities (i.e. 1-subjettiness measured

with respect to the jet axis) for several values of �, as well as the discrimination curve for

C
(0.2)

1

in Pythia. Indeed, for most of the range, the most discriminating angularity is � = 1,

but the performance of all angularities is roughly comparable to and only somewhat better

than the LL expectation. By contrast, C(0.2)

1

yields a quark to gluon e�ciency ratio that

is about twice as large as any of the angularities over much of the range. In Fig. 5b, we

highlight the importance of working with recoil-free variables, by plotting the gluon rejection

rate at a fixed 50% quark e�ciency. For � � 1, C(�)

1

and 1-subjettiness have essentially the

same performance. As � approaches 0, however, the discrimination power for the angularities

degrades, while the two recoil-free observables (C(�)

1

and 1-subjettiness with respect to the

broadening axis) have improved performance, as expected from the NLL analysis.18

To verify the claims made about the performance of C(�)

1

as a quark/gluon discriminator,

we also simulate quark and gluon dijet samples in Herwig++ 2.6.3 [89, 90]. We use the same

kinematic cuts and jet algorithm parameters as in the Pythia samples. As the same quali-

18The reason for the mismatch between C1 and ⌧1 with respect to the broadening axis at very small values

of � has not yet been determined.
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Figure 3: Left: Distribution of C(0.2)

1

for quark jets (purple) and gluon jets (orange) using

Pythia dijet samples. The sample consists of anti-k
T

jets with radius R = 0.6 and transverse

momentum in the range [400, 500] GeV. Right: Quark versus gluon discrimination curves

using C
(�)

1

for several values of � in Pythia. Also plotted is the leading log approximation

for the discrimination curve, Eq. (3.8).
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Figure 4: Gluon rejection rates at 50% quark e�ciency in Pythia, as a function of �.

Left: fixing the p
T

range to be [400, 500] GeV and sweeping the value of R
0

. Right: fixing

R
0

= 0.6 and sweeping the p
T

range. For all of these cases, small values of � yield the best

discrimination.

of R
0

= 0.4, 0.6, and 0.8. Because our broad conclusions hold for all samples generated, we

only show representative plots to illustrate the quark/gluon performance of C
1

.

In Fig. 3a, we plot the distribution of C(0.2)

1

for jets initiated by quarks and gluons with

– 20 –
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Figure 2: Left: Quark/gluon discrimination curves using C
(�)

1

, calculated at NLL order

matched to fixed order for various values of �. The �-independent LL prediction is shown

for comparison. Right: Gluon rejection rates at 50% quark e�ciency, as a function of �,

demonstrating that � ' 0.2 is optimal at NLL order (for smaller values of �, non-perturbative

e↵ects become important). Also shown is an analytic approximation from Eq. (3.22) (C
1

Approx.) that includes the most important physics that enters at NLL.

⌃
q

so as to determine the discrimination power of a cut on C
1

. In fact, we are most interested

in the exponent relating ⌃
g

to ⌃
q

(as in Eq. (3.7)), so we will actually relate the logarithms

of the two cumulative distributions to one another. We are interested in the regime where

ln 1/⌃ ⇠ 1, which, from Eq. (3.6), implies that ↵
s

L2 ⇠ 1. The logarithm of the cumulative

distribution has the schematic expansion

ln⌃ ⇠ ↵
s

L2 + ↵
s

L+ ↵
s

+ ↵2

s

L3 + ↵2

s

L2 + ↵2

s

L+ ↵2

s

+O(↵3

s

) . (3.12)

With the power counting of ↵
s

L2 ⇠ 1, we will consider all terms from Eq. (3.12) that scale

as ↵0

s

, ↵1/2

s

, or ↵1

s

. This corresponds to all terms at order ↵
s

from Eq. (3.12), as well as the

terms at ↵2

s

L3, ↵2

s

L2, and ↵3

s

L4. To illustrate this power counting, consider, for example, the

term ↵
s

L, which scales as ↵1/2

s

as one varies ↵
s

while keeping ↵
s

L2 fixed and of order 1.

In what follows we will pay special attention to the terms at order ↵
s

L and ↵2

s

L2, which

turn out to be the most relevant ones when establishing deviations from our LL analysis and

whose dominant contributions have clearly identifiable physical origins. The terms at order

↵2

s

L3 and ↵3

s

L4 are simply proportional to the LL color factor, multiplied by powers of the

�-function, and so do not significantly modify the LL analysis.

3.2.1 Subleading Terms in Splitting Functions

We first consider the e↵ect on the discrimination from the subleading terms in the splitting

functions. In the observable C
(�)

1

, � controls the weight given to collinear and wide-angle

– 15 –

• Leading-log (LL)               independent of b	


• At NLL small b gives more q/g discrimination	


✤ Pythia8, Herwig++ show same trend, but	


✤ Pythia more, Herwig less than NLL

✏g = ✏9/4q

C1(�) = e(�)2 '
X

i<j2J
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�
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C2 for V or H tagging

28

• No analytical results yet	


• MC suggests optimal b 
depends on jet mass	


✤ NB:	


• For H demand 2 b tags

C2(�) = e(�)3 /[e(�)2 ]2
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Figure 9: Left: the discrimination curves for boosted hadronic Z bosons (m
Z

= 91 GeV)

compared to QCD jets with C
(�)

2

for various values of �. The transverse momentum of

all jets was required to lie in the range of [400, 500] GeV. Right: QCD rejection rate for

50% boosted Z e�ciency as a function of �, sweeping the value of the Z boson mass to

m
Z

= {80, 91, 110, 125, 150, 200} GeV. The optimal value of � depends strongly on the

resonance mass.

identify Z bosons decaying to two jets. To eliminate ambiguities in minimum axes finding

at small values of �, we choose to define the subjet axes by those that minimize the � = 1

measure (i.e. the broadening axes). The discrimination curves of ⌧ (�)
2,1

for m
Z

= 91 GeV is

plotted in Fig. 10a, with the C
(�)

2

curve with the most discriminating value from Fig. 9a

shown for comparison. We also show the QCD rejection rate for 90% boosted Z e�ciency in

Fig. 10b. At low masses, C(2)

2

performs as well as or better than ⌧
(�)

2,1

over the entire range of

�, except at very small values of �. At high masses, the discrimination power of ⌧ (�)
2,1

becomes

comparable to C
(�)

2

, since both observables lock onto the hard subjets in the Z decay of the

massive QCD jet. The increase in the relative discrimination power of C
2

with respect to ⌧
2,1

as the ratio m/p
T

decreases is expected from the discussion of Sec. 2.2.2. As m/p
T

decreases,

soft wide-angle subjets become more important for determining the structure of the jet and

C
2

emphasizes these emissions more than ⌧
2,1

.

4.2 Boosted Higgs Identification

One key application for 2-prong jet substructure observables is for identifying boosted Higgs

bosons in the decay H ! bb̄. Compared to the case of Z bosons, there is additional informa-

tion from the presence of b quarks (and the resulting B hadrons) in the final state, which can

be used to mitigate QCD backgrounds. Thus, to identify boosted Higgs bosons decaying to

bottom quarks, we employ three criteria. First, we require the jet to have a mass comparable
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Figure 12: Left: Discrimination curves of H ! bb̄ jets versus bb̄ jets from QCD with

C
(�)

2

for several values of � with jet radius R
0

= 1.0. Right: QCD bb̄ rejection rate for

50% boosted H ! bb̄ e�ciency as a function of �, sweeping the value of the jet radius

R
0

= {0.6, 0.8, 1.0, 1.2}.
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Figure 13: Left: the discrimination curves for boosted H ! bb̄ compared to QCD bb̄ jets

with ⌧�
2,1

for various values of �. For comparison is shown the C
(�)

2

curve with the best

discrimination (� = 2.0). Right: QCD bb̄ rejection rate for 50% boosted H ! bb̄ e�ciency as

a function of �, sweeping the value of the jet radius R
0

= {0.6, 0.8, 1.0, 1.2}.

the jet radius increases, the largest QCD rejection rate moves to intermediate values of �.

This may be because a large jet radius will tend to include more initial state radiation or

underlying event, which is independent of the dynamics of the jet.

In Fig. 13a, we compare the discrimination performance of the N -subjettiness ratio ⌧
(�)

2,1

– 30 –
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D2 for V or H tagging

29

• Small D2 favours 2 subjets	


✤ Cleaner than C2 for V 
or H boson tagging?	


✤ Cut on jet mass implies

Larkoski, Moult, Neill, arXiv:
1409.6298, 1507.03018D2(�) = e(�)3 /[e(�)2 ]3
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Figure 3: Contours of constant C
(�)
2 (left) and D

(�)
2 (right) in the phase space defined

by e
(�)
2 , e

(�)
3 . The 1- and 2-prong regions of phase space are labeled, with their boundary

corresponding to the curve e3 ⇠ (e2)3.

discriminating boosted Z bosons from QCD jets is11

D
(�)
2 ⌘ e

(�)
3

⇣

e
(�)
2

⌘3 . (3.9)

Signal jets will be characterized by a small value of D
(�)
2 , while background jets will pre-

dominantly have large D
(�)
2 . With this observable, parametrically there is no mixing of the

signal-rich and background-rich regions. Contours of constant D
(�)
2 lie entirely in the signal

or background region, as is shown schematically in Fig. 3. Determining the precise discrim-

ination power of D
(�)
2 requires an understanding of the O(1) details of the distributions of

signal and background, beyond any purely power counting analysis.

The observation that the scaling relation e3 ⇠ (e2)3 is boost invariant provides further

motivation for the variable D
(�)
2 . Under boosts along the jet axis, jets can move along

curves of constant D
(�)
2 , but cannot cross the boundary between the 2-prong and 1-prong

regions of phase space. This can be used to give a boost invariant definition of a 2-prong

jet, as a jet with a small value of D
(�)
2 , and a 1-prong jet, as a jet with large D

(�)
2 .

Ref. [53] used the two- and three-point energy correlation functions in the combination

C
(�)
2 ⌘ e

(�)
3

⇣

e
(�)
2

⌘2 (3.10)

11We thank Jesse Thaler for suggesting the notation “D” for these observables. Unlike C(�)
2 , whose name

was motivated by its relation to the classic e+e� event shape parameter C, D(�)
2 is not related to the D

parameter.
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Figure 21: A comparison of signal and background D(2,2)
2

distributions for the four dif-

ferent Monte Carlo generators and our analytic calculation, including hadronization. Here

we show a zoomed in view of the distributions at small D
2

, along with a representative cut

that could be used to select a relatively pure sample of boosted Z bosons. Relevant cuts

for boosted Z discrimination are to the left of the perturbative peak for the background

distributions.
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Figure 21: A comparison of signal and background D(2,2)
2

distributions for the four dif-

ferent Monte Carlo generators and our analytic calculation, including hadronization. Here

we show a zoomed in view of the distributions at small D
2

, along with a representative cut

that could be used to select a relatively pure sample of boosted Z bosons. Relevant cuts

for boosted Z discrimination are to the left of the perturbative peak for the background

distributions.
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Figure 22: Signal vs. background e�ciency curves for D(2,2)
2

for the Monte Carlo samples

as compared to our analytic prediction on a a) logarithmic scale plot and b) linear scale plot.

The band of the analytic prediction is representative of the perturbative scale uncertainty.

An important feature of the D
2

distributions, made clear by Fig. 21, is that in the

region of interest relevant for boosted Z discrimination, the background distribution is

deep in the non-perturbative regime. Therefore, although the perturbative uncertainties

are small, the e↵ect of the shape function, and variations of the non-perturbative parameter

⌦D, is large. Estimates of the uncertainties due to the form of the shape function, or the use

of more complicated functional forms, along the lines of Ref. [144] are well beyond the scope

of this paper. An advantage of our factorization approach is that we are able to achieve

a clean separation of perturbative and non-perturbative e↵ects, and demonstrate relations

between the non-perturbative matrix elements appearing in our factorization theorems

and non-perturbative matrix elements which have been measured with other event shapes,

by using their field theoretic definitions. This separation is essential for understanding

discrimination performance in the non-perturbative region, which we see is required for jet

substructure studies related to boosted boson discrimination.

In Fig. 22, we have used these raw distributions to produce signal versus background

e�ciency curves (ROC curves) by making a sliding cut in D
2

. The ROC curve from each

Monte Carlo sample as well as our analytic prediction from our calculated signal and back-

ground distributions are shown in both logarithmic plot and linear plot in Figs. 22a and 22b,

respectively. The band around our analytic prediction should be taken as representative

of the signal versus background e�ciency range from varying the perturbative scales. 20

20Note that ROC curves only make sense for normalized distributions, and therefore the envelopes from

scale variation cannot be used. Instead, ROC curves are generated from normalized signal and background

distributions made with a variety of scale choices, with scales varies separately in the signal and background

distributions. We then take the envelope of these ROC curves to generate the uncertainty bands for the

ROC curves.
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C3 for top tagging

30

• No analytical results yet	


• MC suggests b=1optimal	


• Performance comparable 
with other top taggers 

C3(�) = e(�)4 e(�)2 /[e(�)3 ]2
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Figure 14: Left: Distribution of C(1)

3

comparing top jets and QCD jets. The plotted events

are in the mass window m
J

2 [160, 240] GeV and the transverse momentum window p
T

2
[500, 600] GeV. Right: Discrimination curves for top jets versus QCD jets, using C

(�)

3

for

several values of �. These e�ciencies only include the e↵ect of the cut on C
3

.
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Figure 15: Comparing the performance of C(1)

3

to other methods studied in the BOOST 2010

report [1]. The e�ciency curves for N -subjettiness (⌧
3

/⌧
2

) [50] and the angular correlation

function (ACF) [55] were added later. Here, the e�ciencies include both the e↵ect of a mass

cut as well as a cut on C
(1)

3

.

jets have mass in the fixed window of 160 < m
J

< 240 GeV, and second, we apply a sliding

cut on C
(�)

3
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Figure 14: Left: Distribution of C(1)
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comparing top jets and QCD jets. The plotted events
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C1 for q/g discrimination
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Figure 6: Left: Quark versus gluon discrimination curves using C
(�)

1

for several values of � in

Herwig++ (directly comparable to Fig. 3b). Also plotted is the leading log approximation

for the discrimination curve, Eq. (3.8). Right: Gluon rejection rate for 50% quark e�ciency

as a function of �, for angularities, 1-subjettiness measured with respect to the broadening

axis, and C
(�)

1

in Herwig++ (directly comparable to Fig. 5b). We also tested Pythia 6.425

and Herwig 6.520, whose results lie in between Pythia 8 and Herwig++.

and � = 1 is jet broadening or girth. Among the angularities, Ref. [77] found that jet

broadening (� = 1) was the most powerful angularity for quark/gluon discrimination, and so

is a natural benchmark to compare to C
(�)

1

. When measured with respect to the broadening

axis, ⌧ (�)
1

is a recoil-free observable and is therefore expected to behave similarly to C
(�)

1

.

In Fig. 5a we plot the discrimination curves for angularities (i.e. 1-subjettiness measured

with respect to the jet axis) for several values of �, as well as the discrimination curve for

C
(0.2)

1

in Pythia. Indeed, for most of the range, the most discriminating angularity is � = 1,

but the performance of all angularities is roughly comparable to and only somewhat better

than the LL expectation. By contrast, C(0.2)

1

yields a quark to gluon e�ciency ratio that

is about twice as large as any of the angularities over much of the range. In Fig. 5b, we

highlight the importance of working with recoil-free variables, by plotting the gluon rejection

rate at a fixed 50% quark e�ciency. For � � 1, C(�)

1

and 1-subjettiness have essentially the

same performance. As � approaches 0, however, the discrimination power for the angularities

degrades, while the two recoil-free observables (C(�)

1

and 1-subjettiness with respect to the

broadening axis) have improved performance, as expected from the NLL analysis.18

To verify the claims made about the performance of C(�)

1

as a quark/gluon discriminator,

we also simulate quark and gluon dijet samples in Herwig++ 2.6.3 [89, 90]. We use the same

kinematic cuts and jet algorithm parameters as in the Pythia samples. As the same quali-

18The reason for the mismatch between C1 and ⌧1 with respect to the broadening axis at very small values

of � has not yet been determined.
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Figure 3: Left: Distribution of C(0.2)

1

for quark jets (purple) and gluon jets (orange) using

Pythia dijet samples. The sample consists of anti-k
T

jets with radius R = 0.6 and transverse

momentum in the range [400, 500] GeV. Right: Quark versus gluon discrimination curves

using C
(�)

1

for several values of � in Pythia. Also plotted is the leading log approximation

for the discrimination curve, Eq. (3.8).
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Figure 4: Gluon rejection rates at 50% quark e�ciency in Pythia, as a function of �.

Left: fixing the p
T

range to be [400, 500] GeV and sweeping the value of R
0

. Right: fixing

R
0

= 0.6 and sweeping the p
T

range. For all of these cases, small values of � yield the best

discrimination.

of R
0

= 0.4, 0.6, and 0.8. Because our broad conclusions hold for all samples generated, we

only show representative plots to illustrate the quark/gluon performance of C
1

.

In Fig. 3a, we plot the distribution of C(0.2)

1

for jets initiated by quarks and gluons with

– 20 –
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Figure 2: Left: Quark/gluon discrimination curves using C
(�)

1

, calculated at NLL order

matched to fixed order for various values of �. The �-independent LL prediction is shown

for comparison. Right: Gluon rejection rates at 50% quark e�ciency, as a function of �,

demonstrating that � ' 0.2 is optimal at NLL order (for smaller values of �, non-perturbative

e↵ects become important). Also shown is an analytic approximation from Eq. (3.22) (C
1

Approx.) that includes the most important physics that enters at NLL.

⌃
q

so as to determine the discrimination power of a cut on C
1

. In fact, we are most interested

in the exponent relating ⌃
g

to ⌃
q

(as in Eq. (3.7)), so we will actually relate the logarithms

of the two cumulative distributions to one another. We are interested in the regime where

ln 1/⌃ ⇠ 1, which, from Eq. (3.6), implies that ↵
s

L2 ⇠ 1. The logarithm of the cumulative

distribution has the schematic expansion

ln⌃ ⇠ ↵
s

L2 + ↵
s

L+ ↵
s

+ ↵2

s

L3 + ↵2

s

L2 + ↵2

s

L+ ↵2

s

+O(↵3

s

) . (3.12)

With the power counting of ↵
s

L2 ⇠ 1, we will consider all terms from Eq. (3.12) that scale

as ↵0

s

, ↵1/2

s

, or ↵1

s

. This corresponds to all terms at order ↵
s

from Eq. (3.12), as well as the

terms at ↵2

s

L3, ↵2

s

L2, and ↵3

s

L4. To illustrate this power counting, consider, for example, the

term ↵
s

L, which scales as ↵1/2

s

as one varies ↵
s

while keeping ↵
s

L2 fixed and of order 1.

In what follows we will pay special attention to the terms at order ↵
s

L and ↵2

s

L2, which

turn out to be the most relevant ones when establishing deviations from our LL analysis and

whose dominant contributions have clearly identifiable physical origins. The terms at order

↵2

s

L3 and ↵3

s

L4 are simply proportional to the LL color factor, multiplied by powers of the

�-function, and so do not significantly modify the LL analysis.

3.2.1 Subleading Terms in Splitting Functions

We first consider the e↵ect on the discrimination from the subleading terms in the splitting

functions. In the observable C
(�)

1

, � controls the weight given to collinear and wide-angle
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• Leading-log (LL)               independent of b	


• At NLL small b gives more q/g discrimination	


✤ Pythia8, Herwig++ show same trend, but	
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1.   Introduction
I compare results concerned with the charged-track multiplicity from Herwig++ to those from PYTHIA6. I use Mihoko’s output ntdis-
_q.out and ntdis_g.out for Herwig++ and ntdis_py_q.out and ntdis_py_g.out for PYTHIA6. I fit distributions of multiplicity as refer-
ence to Bryan’s note like,

PqêgHnL = J kqêg nXn\qêg Nkqêg expI-kqêg nëXn\qêgM
n GHkqêgL ,

Xn\i = NiI1 + di a + di ' a2M ap expHc ê aL,
a = aSIpT2 M ë 6 p .

Some parameters are decided from QCD calculation, then, free parameters are Nq, dq, dq ', dg ', kq, and kg. In this note,  I fit two values 
as Nq = 0.1, dq = 0 for brevity. 

2.   Numerical results

Fitted value

0 200 400 600 800
0

5

10

15

20

25

pT@GeVD

Herwig++

0 200 400 600 800
0

5

10

15

20

25

pT@GeVD

PYTHIA6

Quark : nch

Gluon : nch

Quark : s ¨ standard deviation
Gluon : s
Quark : s Hincluding higher-order collectionL
Gluon : s Hincluding higher-order collectionL
Quark : s HFrom fitted Monte-Carlo dataL
Gluon : s HFrom fitted Monte-Carlo dataL

   Fig. 1 

Track Multiplicity

• Compare Z+q, Z+g (R=0.4, min pTtk=1GeV)	


!

!

• Again Pythia discriminates more than Herwig
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Associated Jets

• Z+q vs Z+g (R=0.4)	


• Gluons have more ‘nearby’ jets: 
DR<Ra=0.8, pT>pa=20 GeV 

34

hard
process

associated jet

jet

�Rij < Ra

pti > pa

ptj > pti

Figure 1. A schematic illustration of associated jets, and the relevant variables which
determine the associated jet rate (see text for details).

The jet rates Ri
n = Ri

n(pj, ⇠) are functions of the trigger jet transverse momentum
pj, and the evolution scale for parton showering, which, for hadron-hadron collisions
is taken as ⇠ = �R2/2. This is equivalent to the evolution scale for coherent parton
showering, ⇠ ⌘ 1�cos ✓, with ✓ being the emission angle (�R2/2 ⇡ ✓2/2 ⇡ 1�cos ✓).
To be resolved, an emission must have ⇠ > ⇠j = R2/2 and pt > pa. Since the jet
rates Ri

n include the trigger jet j, the probability of n associated jets for a jet of type
i with transverse momentum pj is

P i
n = Ri

n+1

(pj, ⇠a) . (2.4)

Here, ⇠a = R2

a/2, with Ra being the association radius defined above.
The generating functions �i(u) were computed in the context of e+e� collisions

in Ref. [16], upto next-to-double logarithmic accuracy (NDLA). Here, leading double
and next-to-double logarithms refer to ↵n

S

log

2n and ↵n
S

log

2n�1, where the logarithms
are those of Ra/R and/or pj/pa. For pa sufficiently large, these terms are determined
by the timelike showering of final-state partons, while contributions from initial-state
showers and the underlying event can be avoided. Following the same methods as in
Ref. [16] for hadron hadron collisions, for ⇠ > ⇠j and pj > pa, we have the quark and
gluon generating functions to NDLA

�q(u, pj, ⇠) = u+

Z ⇠

⇠j

d⇠0

⇠0

Z
1

pa/pj

dz
↵
S

(k2

t )

2⇡
Pgq(z)�q(u, pj, ⇠

0
) [�g(u, zpj, ⇠

0
)� 1] ,

�g(u, pj, ⇠) = u+

Z ⇠

⇠j

d⇠0

⇠0

Z
1

pa/pj

dz
↵
S

(k2

t )

2⇡

�
Pgg(z)�g(u, pj, ⇠

0
) [�g(u, zpj, ⇠

0
)� 1]

+Pqg(z)
⇥{�q(u, pj, ⇠

0
)}2 � �g(u, pj, ⇠

0
)

⇤ 
. (2.5)

Here, the running coupling is evaluated at the transverse momentum scale of the
emission, k2

t = z2p2j⇠
0. Defining ↵

S

= ↵
S

(p2j⇠)/⇡, i.e. in terms of the coupling at the
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Figure 2. Comparison of the Herwig++ and Pythia8 MC predictions for associated jet
rates with the NDLA results, as a function of pT (js): for quark jets (left), and gluon jets
(right), with Ra = 0.8 and pa = 20 GeV. Here, pT (js) is the vector sum of the leading jet
and associated jet pT ’s.

pT (js), as it is closer to the transverse momentum of the parton that initiates the
final state shower.

We see that the functional behaviour with respect to the jet pT in the MC com-
putation 4 and the NDLA calculation are similar, although there are some differences
in the values of Pn. In particular, the MC prediction of P

1

for quark and gluon jets
is higher than the NDLA result, especially at higher pT (js), with Herwig++ giving
rise to a slightly larger P

1

compared to Pythia8. For a quark jet, the probability
of having at least one associated jet ranges from around 15% to 25% as we go from
pT (js) = 200 GeV to pT (js) = 500 GeV and at higher pT (js) the probability essen-
tially remains the same. For gluon jets, the corresponding probability ranges from
around 30% to 40% as we go from pT (js) = 200 GeV to pT (js) = 500 GeV. The larger
probability to have an associated jet around a gluon can thus be utilized to better
discriminate it from quarks, as we shall see in the next section.

The NDLA computation includes only the time-like showering of the final state
partons, and ignores some power-suppressed effects due to momentum conservation
and hadronization. On the other hand, the MC results shown above include momen-
tum conservation and hadronization as well as the effects of initial state radiation
(ISR) and multiple interaction (MPI). In order to quantify the effect of ISR and MPI,
we compare the predictions for Pn with and without ISR and MPI in Herwig++,

4For the associated jet rate calculations, we generated MC event samples with a statistics of
20,000 events each fixing the threshold for the minimum leading jet pT at 50 ⇥ (i + 1) GeV, for
i 2 [0, 19]. Only events with the leading jet pT (js) above the generation threshold are used in the
analysis. This ensures uniform MC statistics in the whole range of pT (js).
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Multivariate Analysis
• Boosted Decision Tree analysis	


✤ Method 1: ntrk, C1(b=0.2)	


✤ Method 2: ntrk, C1(b=0.2), assoc	


✤ Method 3: ntrk, C1(b=0.2), mJ/pTJ	


✤ Method 4: ntrk, C1(b=0.2), mJ/pTJ, 

assoc	


• Again Herwig < Pythia	


✤ Note change of scale!
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column) we show the ratio of the quark and gluon tagging efficiencies, ✏q/✏g as a
function of ✏q, for 400 < pT (js) < 500 GeV, with the event samples generated with
all the three MC codes. Four different MVA methods are shown corresponding to
different choices for the discrimination variables:

• Method-1: Two variables, n
ch

and C
1

with � = 0.2.

• Method-2: Two variables, n
ch

and C
1

with � = 0.2, with two categories
determined in terms the number of associated jets (n = 0 or n � 1).

• Method-3: Three variables, n
ch

, C
1

with � = 0.2 and mJ/pT,J .

• Method-4: Three variables, n
ch

, C
1

with � = 0.2 and mJ/pT,J , with two
categories determined in terms the number of associated jets (n = 0 or n � 1).
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Figure 4. The ratio of the quark and gluon tagging efficiencies, ✏q/✏g as a function of ✏q,
for 400 < pT (js) < 500 GeV, as determined by MC simulations with Herwig++ (left column).
The different MVA methods, determined in terms of the input variables are explained in
the text. To quantify the improvement in quark gluon separation as we go to Methods 2,3
and 4, we show ✏g(Method-1)/✏g(Method-{2,3,4}) as a function of ✏q as well (right column).

We can quantify the improvement in quark-gluon separation using ✏g(Method-
1)/✏g(Method-{2,3,4}) as a function of ✏q, as shown in Figs. 4-6 (right). For e.g., for
an operating point of ✏q = 0.4, we can obtain an improvement of around 10%, 15%

and 20% using Methods-2,3 and 4 respectively, when compared to Method-1. The
differences between the improvement factors obtained using the three MC’s are found
to be small.
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Figure 5. Same as Fig. 4, with MC simulations using Pythia8.
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Figure 6. Same as Fig. 4, with MC simulations using Pythia6.

In order to estimate the change in tagger performance as we consider lower pT
jets, we show in Fig. 7 the same results as in Fig. 4, but now with 150 < pT (js) < 200

GeV. The improvement on adding associated jet rates is still appreciable, although
it is somewhat reduced compared to the higher pT range. The fluctuations in the ✏g
ratio for lower values of ✏q in Fig. 7 are due to low MC statistics.
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ATLAS q/g analysis

• Likelihood based on ntrk and track jet width

36
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Fig. 5 Gluon-jet efficiency as a function of quark-jet effi-
ciency calculated using jet properties extracted from data
(solid symbols) and from MC-labelled jets from the dijet
Pythia 6 (empty squares) and Herwig++ (empty diamonds)
samples. Jets with (a) 60 < pT < 80 GeV and (b) 210 <
pT < 260 GeV and |η| < 0.8 are reconstructed with the anti-
kt algorithm with R = 0.4. The shaded band shows the total
systematic uncertainty on the data. The bottom of the plot
shows the ratios of each MC simulation to the data. The error
bands on the performance in the data are drawn around 1.0.
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Fig. 6 Gluon-jet efficiency as a function of quark-jet ef-
ficiency as calculated using jet properties extracted from
data (solid symbols), purified in data through kinematic cuts
(empty diamonds), and extracted from Pythia 6 MC simu-
lation (empty squares). Jets with (a) 60 < pT < 80 GeV and
(b) 210 < pT < 260 GeV and |η| < 0.8 are reconstructed with
the anti-kt algorithm with R = 0.4. The shaded band shows
the total systematic uncertainty on the data. The bottom of
the plot shows the ratio of Pythia 6 MC simulation or the
enriched data samples to the extracted data. The error bands
on the performance in the data are drawn around 1.0.
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Fig. 5 Gluon-jet efficiency as a function of quark-jet effi-
ciency calculated using jet properties extracted from data
(solid symbols) and from MC-labelled jets from the dijet
Pythia 6 (empty squares) and Herwig++ (empty diamonds)
samples. Jets with (a) 60 < pT < 80 GeV and (b) 210 <
pT < 260 GeV and |η| < 0.8 are reconstructed with the anti-
kt algorithm with R = 0.4. The shaded band shows the total
systematic uncertainty on the data. The bottom of the plot
shows the ratios of each MC simulation to the data. The error
bands on the performance in the data are drawn around 1.0.
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Fig. 6 Gluon-jet efficiency as a function of quark-jet ef-
ficiency as calculated using jet properties extracted from
data (solid symbols), purified in data through kinematic cuts
(empty diamonds), and extracted from Pythia 6 MC simu-
lation (empty squares). Jets with (a) 60 < pT < 80 GeV and
(b) 210 < pT < 260 GeV and |η| < 0.8 are reconstructed with
the anti-kt algorithm with R = 0.4. The shaded band shows
the total systematic uncertainty on the data. The bottom of
the plot shows the ratio of Pythia 6 MC simulation or the
enriched data samples to the extracted data. The error bands
on the performance in the data are drawn around 1.0.

6

colour factor associated with a gluon results in the pro-
duction of a larger number of particles and a softer
hadron pT spectrum after the shower. To define the op-
timal discriminant, several jet properties are examined
for their ability to distinguish the partonic origin of a
jet and for their stability against various experimental
effects, including pile-up. As these jet properties depend
on the jet kinematics, the analysis of the properties and
the resulting discriminant are separated into bins of jet
pT and η. The pT bin width is dictated by a combina-
tion of the jet resolution and the number of available
events in data, and the η bins coarsely follow the de-
tector features.

5.1 Discriminating variables

Useful discriminating variables, such as the number of
particles associated with a jet, may be estimated using
either the number of charged-particle tracks in the in-
ner detector or using the number of topological clusters
of energy inside the jet [40]. Although they are limited
to charged particles, and thus miss almost half of the
information in a typical jet, jet properties built from
tracks have three practical advantages over calorimeter-
based properties. First, they may include particles that
have sufficiently low pT that they are not measured
by the calorimeter, or which are in the regime where
the ID momentum measurement is more accurate than
the energy measurement of the calorimeter. Second,
charged particles bend in the magnetic field of the ID.
Additional particles from the underlying event brought
into the jet produce a background in the calorimeter,
and particles that are sufficiently bent are lost to the
calorimeter jet. However, both classes of particles can
be correctly assigned using their momenta calculated at
the interaction point. Third, tracks can be easily asso-
ciated with a specific vertex. This association dramati-
cally reduces the pile-up dependence of track-based ob-
servables. Similar arguments hold in the calculation of
jet shape variables.

The variables surveyed as potential inputs to the
quark/gluon tagging discriminant are:

– Number of reconstructed tracks (ntrk) in the jet.
– Calorimeter width:

w =

∑

i pT,i ×∆R(i, jet)
∑

i pT,i
,

where the sum runs over the calorimeter energy clus-
ters that are part of the jet.

– Track width, defined similarly to the calorimeter
width but with the sum running over associated
tracks.

– Track-based energy-energy-correlation (EEC) angu-
larity:

angEEC =

∑

i

∑

j pT,i × pT,j × (∆R(i, j))β

(
∑

i pT,i)2
,

where the index i runs over tracks associated with
the jet, j runs over tracks associated with the jet
while j > i, and β is a tunable parameter [52, 53].

The discriminating power (“separation”) of a vari-
able x is calculated as in Ref. [54] to investigate the
effectiveness of each variable in a quark/gluon tagger
in a sample with equal fractions of quarks and gluons:

s =
1

2

∫

(pq(x)− pg(x))2

pq(x) + pg(x)
dx =

1

2

∑

i

(pq,i − pg,i)2

pq,i + pg,i
,

where pq(x) and pg(x) are the normalised distributions
of the variables for quark- and gluon-jets, and where the
second expression applies to histograms, with the sum
running over the bins of the histogram. This definition
corresponds to the square of the statistical uncertainty
that one would get in a maximum-likelihood fit when
fitting for the fraction of quark- or gluon-jets using the
given variable, divided by the square of the uncertainty
in the case of perfect separation. While this is not a
variable that relates easily to quantities of interest for
tagging, its interpretation is independent of the shape
of the distributions, allowing for comparisons that are
independent of the tagging efficiency. Using this defi-
nition, Fig. 1 shows, for different variables, the sepa-
ration between quark-jets and gluon-jets as a function
of jet pT for jets built with the anti-kt algorithm with
R = 0.4 using the Pythia 6 dijet MC simulation. In
this simulation, the two most powerful variables are the
EEC angularity with β = 0.2 and the number of tracks
associated with the jet. The jet width built using the
associated tracks is the weakest discriminant and the
calorimeter-based width is somewhat stronger, and of
comparable power to that of the EEC angularity with
β = 1.0.

All track-based variables show excellent stability against
pile-up and significant discrimination power between
quark- and gluon-jets. The dependence of the mean
calorimeter width on the number of reconstructed ver-
tices is about five times stronger than the dependence
of any of the variables considered for the final discrim-
inant and at low jet pT is up to ≈ 1.5% per primary
vertex. At high jet pT, the dependence is negligible for
all variables. While it is possible to correct the inputs or
to use a pile-up-dependent selection to allow the use of
calorimeter-based variables without introducing a pile-
up dependence in the tagger, such an approach is not

60<pTJ<80 GeV 210<pTJ<260 GeV

• Data closer to Herwig++ (less discrimination than Pythia)
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Subjets in jets

• Summing leading double logs:	


!

!

!

!

!

• Agrees quite well with quark jets from Sherpa MC
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Figure 5: Average sub-jet multiplicity for parton level SHERPA pp ! qq̄ sample com-
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the ratio of exclusive jet rates R
(n+1)/n

= �
n+1

/�
n

. In the Durham (exclusive k
t

)

algorithm, it was found that for low multiplicity n  hn
jets

i, emissions are essentially

Poisson-like so that R
(n+1)/n

⇠ (n + 1)�1. The tail of the multiplicity distribution

then produces dominantly staircase or geometric scaling where R
(n+1)/n

⇠ constant.

This regime is driven by the fractal nature of QCD radiation in the gluon dominated

limit.

We know from previous work that the expected scaling patterns of jets can de-

pend dramatically on the jet algorithm. One example of this is the JADE algorithm,

where the non-exponentiation of the primary emissions precludes the Poisson extrap-

olation even in the pseudo-abelian limit [23]. In this section we would like to address

scaling in the inclusive generalized k
t

class of algorithms. This extends the results

in [20] and strengthens the case for investigation at hadron colliders.

10.1 Poisson breaking components

With the leading logarithmic coe�cients from Eqs. (5.13)-(5.16) it is easy to make

some first statements about scaling in the generalized algorithm. It is clear from the

structure of the coe�cients that in the limit C
A

! 0 a perfect Poisson distribution

emerges. Now a simple comparison between the generalized and Durham algorithms

is the relative size of the Poisson breaking components in the lower multiplicity

rates, for example the 2-gluon correlated emission contribution to the 4-jet rate

(5.15). For the double-leading logarithmic coe�cients to the 4-jet rate, R
44

, we

find CDurham

44

⇠ 2C2

F

+ (1/3)C
A

C
F

and Cgeneralized

44

⇠ 2C2

F

+ (1/2)C
A

C
F

using the
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Subjets in jets

• Subjets at kt-resolution ycut	


!

• Perturbatively calculable and 
less MC dependent than ntrk 

(for L=-ln(ycut)<6)	


• L~6: min{pTi,pTk} DRik~10 GeV	


• Not yet used for q/g tagging
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m(js)/pT,J leads to the same MVA performance, as shown in Fig. 8.
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Figure 8. Comparison of Method 4 which includes mJ/pT,J and the associated jet rates
as categories in the MVA, and the alternative method of including the associated jet rate
information by using the modified jet mass variable m(js)/pT,J . Both methods lead to the
same MVA performance.

5 Subjet rates in jets: analytical calculations

The number of charged tracks inside a jet cone, n
ch

(with each track having transverse
momentum above a threshold, usually taken to be around 1 GeV) is often used as a
good discriminating variable. However, as mentioned earlier, the MC predictions for
this observable are quite sensitive not only to the parton shower (PS) algorithm and
the related parameters, but also to the tuning of the hadronization and underlying
event models. On the otherhand, we find that the number of subjets of a primary jet
leads to a more uniform prediction across the MC’s, and thus can be better suited in
quark gluon separation studies. The number of subjets as a quark-gluon separation
variable was considered earlier in Ref. [1]. In this study, we compute the subjet rates
to NDLA accuracy, and show a detailed comparison with different MC’s.

We find the subjets of jet j with the exclusive kt algorithm, which applies the
dimensionless distance measure

yik = min{p2ti, p2tk}
�R2

ik

R2p2j
, (5.1)
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Figure 9. Subjet rates Rn with n = 1, 2, 3 and n > 3 as a function of L = �ln(y
cut

), for
quark jets (black) and gluon jets (red), with pT,J 2 [500, 600] GeV, R = 0.4. Curves are
Herwig++ (dashed), Pythia6 (dot-dashed), Pythia8 (dotted) and NDLA resummed (solid).

In conclusion, the fairly good agreement between the Monte Carlos and the
resummed 1-, 2- and 3-subjet rates for R = 0.4 and L not too large (L < 5, subjet
resolution above about 15 GeV) suggests that in this range those subjet rates can
be used for quark-gluon discrimination. At larger jet radii, the agreement remains
similar, as we have checked using R = 0.8.

7 Summary

To summarize our findings, we show that in studies of light quark and gluon jet
separation at the LHC, it is important to include the information on associated jet
rates around a primary hard jet. Associated jet rates are defined as the probability of

– 17 –

500<pTJ<600 GeV,  R=0.4

> ycut
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Conclusions

• Need more analytical studies of jet grooming 
and tagging (signals and backgrounds)	


✤ Also comparisons with state-of-the-art 
MCs (matched & merged)	


• ATLAS diboson: great interest for Run II	


✤ Need more background studies (see above)	


• Quark-gluon discrimination: great interest for 
new physics searches	


✤ Hard work to get beyond factor of 2 or 3
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Backup
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Measuring Splitting Function

• Decluster (C/A) jet until	


!

✤ then (LO)	


!

✤ where (indistinguishably 
for j=q,g)
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Jesse Thaler — Probing the Core of QCD 23

Open Data Analysis

[Thanks to Sal Rappoccio, Aashish Tripathee, Wei Xue]

pT > 150 GeV!
zcut = 0.1

CMS Open Data:!
Jet Primary Data Set!
with Particle Flow !
Candidates

Statistical uncertainties only,!
no unfolding, 58021 events!
!
Using single jet triggers!
with ≈100% efficiency,!
AK5 jet energy corrections!
with area subtraction,!
no PFC corrections!
!
AOD → MOD format!
(MIT Open Data project)!
!
More plots in backup slides

Thaler, BOOST2015

zg =
min{pTi, pTj}
pTi + pTj

> zcut = 0.1

P j(z) = Pj(z) + Pj(1� z)

1

�

d�

dzg
=

P j(zg)
R 1/2
zcut

P j(z) dz


