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REIONIZATION

DECOUPLING

Thomson scattering 
optical depth: 

Planck Collaboration: Reionisation history

the diffuse gas in the Universe is mostly ionized up to a redshift
of 6 (Fan et al. 2006).

The cosmological evolution of galaxies, of the star formation
rate and of the integrated luminosity of AGNs as a function of
redshift is constrained by surveys of individual galaxies in the ul-
traviolet (HST), visible light (HST and large ground based tele-
scopes), far-infrared and sub-millimeter wavelengths (space ob-
servatories ISO, SPITZER, HERSCHEL), and millimeter (with
ground based millimeter telescopes SPT, ACT). The formation
of structures in the universe predicts that small masses detach
form the general expansion to collapse and virialize and if they
reach a high enough temperature to excite the lowest electronic
level of hydrogen enough cool and eventually form population
III stars and dwarf galaxies. This can take place at rather high
redshifts (15 to 30). Population III has been looked for in the
near infrared Cosmic Infrared Background and only but no con-
vincing evidence was found yet.
In this new context with a smaller optical depth, popIII stars,
which are thought to have initiated the reionisation process,
should have had different properties (e.g., lower masses and/or
softer spectra) or the atomic-cooling halos would have had
smaller UV escape fractions.

The goal of this paper is to investigate the early reionisa-
tion history of our universe combining all CMB constraints and
comparing them with astrophysical probes. First we extract the
maximum possible information that reionisation imprinted in the
low ` polarisation data alone. We derive the constraints based on
CMB anisotropies with a single-stage model, a physically moti-
vated parametrisation, and a non-parametric reconstruction (us-
ing bins in redshifts or PCA analysis). In combination with kSZ
constraints, we give an indication for a rapid transition from neu-
tral to ionised medium. The analysis combining amplitude of the
kSZ component from the high multipole measurements with the
low-` part of the polarized power spectra translates into con-
straints on the duration of reionisation for a simple single-stage
transition as used in LCDM. Finally we combine CMB data with
astrophysical external constraints in order to discuss the impli-
cations of these results on the reionisation process and the star
formation.

We illustrate our results using both LFI and HFI data.
Robustness tests are also being performed (e.g., comparison with
polarised component separation combined with classical brute-
force pixel-based likelihood, etc). The robustness tests are for
the time being in Appendix A.

2. Model for reionisation history

The reionisation process is a balance between the recombina-
tion of free electrons with protons to form neutral hydrogen
and the ionisation of hydrogen atoms by photons with energies
E > 13.6 eV. Models of the reionisation have a long history.
Early empirical, analytic and numerical models of the reionisa-
tion process (e.g., Aghanim et al. 1996; Gruzinov & Hu 1998;
Madau et al. 1999; Gnedin 2000; Ciardi et al. 2003) highlighted
the essential physics that give rise to the ionised intergalactic
medium (IGM) at late times and provided predictions on the ef-
fects on CMB at small angular scales.

Reionisation leaves imprints in the CMB power spectra, both
in polarisation and in intensity through the kinetic Sunyaev-
Zeldovich (kSZ) effect, due to the re-scattering of photons off
newly liberated electrons (see Aghanim et al. (2008) and ref-
erences therein). One of the relevant physical, and the most
commonly used quantities to characterise reionisation is the

Thomson scattering optical depth

⌧ =

Z ⌘0

0
ane�T d⌘, (1)

where ne is the number density of free electrons at a conformal
time ⌘, �T is the Thomson scattering cross-section, a is the scale
factor and ⌘0 is the conformal time today. The reionisation his-
tory is conveniently expressed in terms of the ionised fraction
xe(z) = ne(z)/nH(z) where nH(z) is the Hydrogen number den-
sity.

In the following, we define the beginning and the end of
the reionisation history by the redshifts z10% and z90% at which
xe = 0.1 max(xe) and 0.9 max(xe) respectively. As is custom-
ary, we call redshift of reionisation, and define z50% (sometimes
also referred to by zre) as the redshift at which xe = 0.5 max(xe).
Note that we take into account the electrons injected into the
Intergalactic Medium by the first ionisation of Helium, and
therefore max xe ' 1.08 by the end of reionisation.

2.1. Single-stage reionisation

The parametrisation widely used by the CMB community is
available in the publicly available code CAMB (Lewis et al.
2000). The reionisation history is described by a step-like transi-
tion between an essentially vanishing ionised fraction xe at early
times (it is actually matched to the relic fraction from recom-
bination) to a unit value at low redshifts. The tanh-based fitting
function is described in ?. The key parameters are zre and Dz
which measure, respectively, the redshift at which the ionised
fraction reaches half its maximum (typically 1.08, not including
the second reionisation of Helium that occurs at z ⇠ 3.5 and con-
tributes a tiny amount to the total optical depth) and the duration
of the transition. Note that the standard “instantaneous” reion-
isation model used in ? and in the Planck Cosmo Parameters
Paper assumes �z = 0.5 (which corresponds, in this parametri-
sation, to the transition between xe ⇠ 0.29 and xe ⇠ 0.79). This
parametrisation allows us to compute the optical depth of Eq. (1)
in a one-stage redshift symmetric reionisation model, in which
the redshift interval between the onset of the reionisation process
and its half-completion is by construction equal to the second in-
terval until full-completion. In the present analysis, we allow ⌧
and �z to vary.

2.2. Two-stage reionisation

Given the decline in the abundance of quasars beyond redshift
z ⇠ 6, they cannot be a significant contributor to reionisation
(e.g., ??). Star-forming galaxies at redshifts z & 6 have there-
fore long been postulated as the likely sources of reionisation,
and their time-dependent abundance and spectral properties are
crucial ingredients for understanding how intergalactic hydrogen
became reionised (for reviews, see ???).

In a parametrisation proposed by Ilić et al. (2014, in prep),
we encode in a convenient and economic way a two-stage reion-
isation process. The first stage is slow and progressive, at-
tributable to the “soft” ionising photons produced by the first
stars and primordial dwarf galaxies. The second stage is faster
and accelerated, leading by z ⇠ 6 to the completion of Hydrogen
and first Helium Reionisation by quasars that produce “harder”
ionising photons. This parametrisation allows for multiple pop-
ulations of ionising sources, including early Population III stars.
It accounts for the possibility of a z-asymmetric reionisation his-
tory as shown in Fig. 1 and agrees in shape with the most recent
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Polarization at large angular scales status

Major systematics in polarization at large angular scales: !
!

Intensity to Polarization leakage 

 • Planck detectors are sensitive to one polarization direction  

 • Polarization reconstruction: detector combinations   

 • Mismatch between detectors will create spurious polarization signal   
(Calibration mismatch, bandpass mismatch, etc…)

 LFI: negligible residuals with respect to noise, LFI 70GHz released  
 HFI has higher sensitivity, lower noise: residuals systematics

HFI 100GHz, 143GHz, 217GHz NOT used for the 2015 low-l analysis 

Preliminary results (pre-release 2016)

2015 release:
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τ from Planck 2015 large scale polarization 

! WMAP and Planck LFI-70GHz yield consistent estimates 

! Planck: conservative mask (fsky=0.46)	


✓ The signal disappears in the null map

The Planck Coll. XI, 2015

Planck collaboration: CMB power spectra, likelihoods, and parameters
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Figure 11. Posterior probabilities for ⌧ from the WMAP
(cleaned with Planck 353 GHz as a dust template) and Planck
combinations listed in the legend. Results are presented for the
noise-weighted sum both in the union and the intersection of the
two analysis masks. The half-di↵erence map is consistent with a
null detection, as expected.

3. High-multipole likelihood

At high multipoles (` > 29), as in Like13, we use a likelihood
function based on pseudo-C`s calculated from Planck HFI data,
as well as further parameters describing the contribution of fore-
ground astrophysical emission and instrumental e↵ects (e.g., cal-
ibration, beams). Aside from the data themselves, the main ad-
vances over 2013 include the use of high-` polarization informa-
tion along with more detailed models of foregrounds and instru-
mental e↵ects.

Section 3.1 introduces the high-` statistical description,
Sect. 3.2 describes the data we use, Sects. 3.3 and 3.4 de-
scribe foreground and instrumental modelling, and Sect. 3.5 de-
scribes the covariance matrix between multipoles and spectra.
Section 3.6 validates the overall approach on realistic simula-
tions. The reference results generated with this approach are
described in Sect. 3.7. The assessment of these results will be
presented in Sect. 4.

3.1. Statistical description

Assuming a Gaussian distribution for the CMB temperature an-
isotropies and polarization, all of the statistical information con-
tained in the Planck maps can be compressed into the likelihood
of the temperature and polarization auto- and cross-power spec-
tra. In the case of a perfect CMB observation of the full sky
(with spatially uniform noise and isotropic beam-smearing), we
know the joint distribution of the empirical temperature and po-
larization power spectra and can build an exact likelihood, which
takes the simple form of an inverse Wishart distribution, uncor-
related between multipoles. For a single power spectrum (i.e.,
ignoring polarization and temperature cross-spectra between de-
tectors) the likelihood for each multipole ` simplifies to an in-
verse �2 distribution with 2` + 1 degrees of freedom. At large
enough `, the central limit theorem ensures that the shape of the
likelihood is very close to that of a Gaussian distributed vari-
able. This remains true for the inverse Wishart generalization
to multiple spectra, where, for each `, the shape of the joint
spectra and cross-spectra likelihood approaches that of a cor-

related Gaussian (Hamimeche & Lewis 2008; Elsner & Wandelt
2012). In the simple full-sky case, the correlations are easy to
compute (Hamimeche & Lewis 2008), and only depend on the
theoretical CMB TT , T E, and EE spectra. For small excur-
sions around a fiducial cosmology, as is the case here given
the constraining power of the Planck data, one can show that
computing the covariance matrix at a fiducial model is su�cient
(Hamimeche & Lewis 2008).

The data, however, di↵er from the idealized case. In particu-
lar, foreground astrophysical processes contribute to the temper-
ature and polarization maps. As we will see in Sect. 3.3, the main
foregrounds in the frequency range we use are emission from
dust in our Galaxy, the clustered and Poisson contributions from
the cosmic infrared background (CIB), and radio point sources.
Depending on the scale and frequency, foreground emission can
be a significant contribution to the data, or even exceed the CMB.
This is particularly true for dust near the Galactic plane, and for
the strongest point sources. We excise the most contaminated
regions of the sky (see Sect. 3.2.2). The remaining foreground
contamination will be taken into account in our model, using the
fact that CMB and foregrounds have di↵erent emission laws; this
allows them to be separated while estimating parameters.

Foregrounds also violate the Gaussian approximation as-
sumed above. The dust distribution, in particular, is clearly non-
Gaussian. Following Like13, however, we assume that outside
the masked regions we can neglect non-Gaussian features and
assume that, as for the CMB, all the relevant statistical informa-
tion about the foregrounds is encoded in the spatial power spec-
tra. This assumption is verified to be su�cient for our purposes
in Sect. 3.6, where we assess the accuracy of the cosmological
parameter constraints in realistic Monte Carlo simulations that
include data-based (non-Gaussian) foregrounds.

Cutting out the foreground-contaminated regions from our
maps biases the empirical power spectrum estimates. We de-
bias them using the PolSpice9 algorithm (Chon et al. 2004)
and, following Like13, we take the correlation between multi-
poles induced by the mask and de-biasing into account when
computing our covariance matrix. The masked-sky covariance
matrix is computed using the equations in Like13, which are
extended to the case of polarization in Appendix C.1.1. Those
equations also take into account the inhomogeneous distribution
of coloured noise on the sky using a heuristic approach. The ap-
proximation of the covariance matrix that can be obtained from
those equations is only valid for some specific mask properties,
and for high enough multipoles. In particular, as discussed in
Appendix C.1.4, correlations induced by point sources cannot
be faithfully described in our approximation. Similarly, Monte
Carlo simulations have shown that our analytic approximation
loses accuracy around ` = 30. We correct for both of those ef-
fects using empirical estimates from Monte Carlo simulations.
The computation of the covariance matrix requires knowledge
of both the CMB and foreground power spectra, as well as the
map characteristics (beams, noise, sky coverage). The CMB and
foreground power spectra are obtained iteratively from previous,
less accurate versions of the likelihood.

At this stage, we would thus construct our likelihood approx-
imation by compressing all of the individual Planck detector data
into mask-corrected (pseudo-) cross-spectra, and build a grand
likelihood using these spectra and the corresponding analytical
covariance matrix:

� lnL(Ĉ|C(✓)) =
1
2

h

Ĉ � C(✓)
iT

C�1
h

Ĉ � C(✓)
i

+ const , (13)

9 http://www2.iap.fr/users/hivon/software/PolSpice/
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Planck 2015: reionization optical depth summary 

… Planck results seems to point to lower τ. "
This has an implication also for the large scales B-modes detection

preliminary&

Constraints*on*reioniza9on*op9cal*depth*τ*

The Planck Coll. XIII, 2015
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CMB@IN2P3, april 2015

Tensor-to-scalar
2. recombination bump
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FIG. 6. Likelihood results from a basic lensed-⇤CDM+r+dust model, fitting BB auto- and cross-spectra taken between maps
at 150GHz, 217, and 353GHz. The 217 and 353GHz maps come from Planck. The primary results (heavy black) use the
150GHz combined maps from BICEP2/Keck. Alternate curves (light blue and red) show how the results vary when the
BICEP2 and Keck Array only maps are used. In all cases a Gaussian prior is placed on the dust frequency spectrum parameter
�d = 1.59± 0.11. In the right panel the two dimensional contours enclose 68% and 95% of the total likelihood.

variation at high latitude, as explained in Sec. VA.
Nevertheless, it is important to appreciate that the
r constraint curves shown in Fig. 6 shift left (right)
when assuming a lower (higher) value of �d. For
�d = 1.3 ± 0.11 the peak is at r = 0.021 and for
�d = 1.9± 0.11 the peak is at r = 0.073.

• Varying the dust power spectrum shape: in
the fiducial analysis the dust spatial power spec-
trum is assumed to be a power law with D` /
`�0.42. Marginalizing over spectral indices in the
range �0.8 to 0 we find little change in the r con-
straint (see also Sec. IVB for an alternate relax-
ation of the assumptions regarding the spatial prop-
erties of the dust pattern).

• Using Gaussian determinant likelihood: the
fiducial analysis uses the HL likelihood approx-
imation, as described in Sec. III A. An alterna-
tive is to recompute the covariance matrix C at
each point in parameter space and take L =
det (C)�1/2 exp (�(dTC�1d)/2), where d is the de-
viation of the observed bandpowers from the model
expectation values. This results in an r constraint
which peaks slightly lower, as shown in Fig. 7. Run-
ning both methods on the simulated realizations
described in Sec. IVA, indicates that such a dif-
ference is not unexpected and that there may be
a small systematic downward bias in the Gaussian
determinant method.

• Varying the HL fiducial model: as mentioned
in Sec. IIIA the HL likelihood formulation requires
that the expectation values and bandpower co-
variance matrix be provided for a single “fiducial
model” (not to be confused with the “fiducial anal-
ysis” of Sec. III B). Normally we use the lensed-
⇤CDM+dust simulations described in Sec. IVA be-
low. Switching this to lensed-⇤CDM+r=0.2 pro-
duces no change on average in the simulations, al-

though it does cause any given realization to shift
slightly—the change for the real data case is shown
in Fig. 7.

• Adding synchrotron: BK-I took the WMAP K -
band (23GHz) map, extrapolated it to 150GHz ac-
cording to ⌫�3.3 (mean value within the BICEP2
field of the MCMC “Model f” spectral index map
provided by WMAP [2]), and found a negligible
predicted contribution (rsync,150 = 0.0008±0.0041).
Figure 3 does not o↵er strong motivation to reex-
amine this finding—the only significant detections
of correlated BB power are in the BK150⇥P353
and, to a lesser extent, BK150⇥P217 spectra. How-
ever, here we proceed to a fit including all the
polarized bands of Planck (as shown in Fig. 3)
and adding a synchrotron component to the base
lensed-⇤CDM+noise+r+dust model. We take syn-
chrotron to have a power law spectrum D` /
`�0.6 [23], with free amplitude Async, where Async is
the amplitude at ` = 80 and at 150GHz, and scal-
ing with frequency according to ⌫�3.3. In such a
scenario we can vary the degree of correlation that
is assumed between the dust and synchrotron sky
patterns. Figure 8 shows results for the uncorre-
lated and fully correlated cases. Marginalizing over
r and Ad we find Async < 0.0003µK2 at 95% con-
fidence for the uncorrelated case, and many times
smaller for the correlated. This last is because once
one has a detection of dust it e↵ectively becomes
a template for the synchrotron. This synchrotron
limit is driven by the Planck 30 GHz band—we ob-
tain almost identical results when adding only this
band, and a much softer limit when not including it.
If we instead assume synchrotron scaling of ⌫�3.0

the limit on Async is approximately doubled for the
uncorrelated case and reduced for the correlated.
(Because the DS1⇥DS2 data-split is not available
for the Planck LFI bands we switch to Y1⇥Y2 for

variance in our patch of sky, and the likelihood falls off very
steeply towards r ¼ 0. The likelihood ratio between r ¼ 0
and the maximum is 2.9 × 10−11 equivalent to a PTE of
3.3 × 10−12 or 7.0σ. The numbers quoted above are for bins
1–5 although due to the weighting step they are highly
insensitive to the inclusion of the higher band powers.
(Absolute calibration and beam uncertainty are included in
these calculations but have a negligible effect.)
Evaluating our simple χ2 statistic between band powers

1–5 and the lensed-ΛCDMþ noiseþ r ¼ 0.2 simulations
yields a value of 1.1, which for 4 degrees of freedom has a
PTE of 0.90. Using all nine band powers χ2 is 8.4, which
for 8 degrees of freedom has a PTE of 0.40. The model is
therefore a perfectly acceptable fit to the data.
In Fig. 11 we recompute the r constraint subtracting each

of the dust models shown in Fig. 6. For the auto spectra the
range of maximum likelihood r values is 0.15–0.19, while
for the cross it is 0.19–0.21 (random fluctuations in the
cross can cause shifts up as well as down). The probability
that each of these models reflects reality is hard to assess.
To explain the entire excess BB signal with dust requires
increasing the power predicted by the auto spectra of the
various models by factors ranging from ∼ ð5–10Þ×. For
example, in the context of the DDM1 model the preferred
value of r varies as r ∼ 0.20–13p2, so that increasing
this model’s assumed uniform polarization fraction from
p ¼ 5% to p ∼ 13% would explain the full excess under
this model.
The dust foreground is expected to have a power law

spectrum which slopes modestly down ∝ l∼−0.6 in the
usual lðlþ 1ÞCl=2π units [87]—although how this might
fluctuate from small field to small field at high Galactic
latitude has not been investigated. We note that the s=n
band-power weighting scheme described above weights the

first bin highly, and it is here that the foreground models
equal the largest fraction of the observed signal. Therefore
if we were to exclude the first band power the difference
between the unsubtracted and foreground subtracted model
lines in Fig. 11 would be smaller; i.e.. while dust may
contribute significantly to our first band power it seems less
able to explain band powers two through five. Reevaluating
the base r constraint using band powers 2–5 yields
r ¼ 0.19þ0.07

−0.05 with r ¼ 0 ruled out at 6.4σ.
Computing an r constraint using the BICEP2 ×

BICEP1comb cross spectrum shown in Fig. 9 yields
r ¼ 0.19þ0.11

−0.08 . The likelihood ratio between r ¼ 0 and

0 50 100 150 200
−0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

Multipole

l(l
+1

)C
lB

B
/2

π 
[µ

K
2 ]

0 0.1 0.2 0.3 0.4 0.5 0.6
Tensor−to−scalar ratio r

Li
ke

lih
oo

d

r = 0.20+0.07
−0.05

0 0.1 0.2 0.3 0.4
0

100

200

300

400

Maximum likelihood r

E
nt

rie
s

Data r = 0.20
S+N Sims r=0.0
S+N Sims r=0.2

FIG. 10 (color). Left: The BICEP2 band powers plotted with the maximum likelihood lensed-ΛCDMþ r ¼ 0.20 model. The
uncertainties are taken from that model and hence include sample variance on the r contribution. Middle: The constraint on the tensor-to-
scalar ratio r. The maximum likelihood and %1σ interval is r ¼ 0.20þ0.07

−0.05 , as indicated by the vertical lines. Right: Histograms of the
maximum likelihood values of r derived from lensed-ΛCDMþ noise simulations with r ¼ 0 (blue) and adding r ¼ 0.2 (red). The
maximum likelihood value of r for the real data is shown by the vertical line.

0 0.1 0.2 0.3 0.4 0.5 0.6
Tensor−to−scalar ratio r

Li
ke

lih
oo

d

auto subtracted
cross subtracted
base result

FIG. 11 (color). Modified constraints on the tensor-to-scalar
ratio r when subtracting each of the foreground models shown in
Fig. 6 from the BICEP2 BB band powers. The line styles and
colors match Fig. 6 with dashed for auto spectra and solid for
cross spectra. The probability that each of these models reflects
reality is hard to assess—see the text for discussion.

PRL 112, 241101 (2014) P HY S I CA L R EV I EW LE T T ER S week ending
20 JUNE 2014

241101-19

BICEP2PLANCK

Tensor to scalar ratio r from 
2<ell<29 only 

9 This obtained is 
sampling also on As 
and W��

9 All other parameters 
fixed to 2014 best fit 

9 Limit on r using 
polarization is 
stronger than with 
temperature only 

Preliminary 
Minneapolis, Jan. 2015 

Planck is a 
project of the 

European Space 
Agency, with 
instruments 

provided by two 
scientific 

Consortia funded 
by ESA member 

states (in 
particular the 

lead countries: 
France and Italy) 

with 
contributions 
from NASA 
(USA), and 
telescope 
reflectors 

provided in a 
collaboration 

between ESA and 
a scientific 

Consortium led 
and funded by 

Denmark. 

The scientific results that we present today are a product of 
the Planck Collaboration, including individuals from more 
than 100 scientific institutes in Europe, the USA and Canada.   

Tensor-to-scalar

2. large scales polarization from Planck 
(2 ≤ ℓ ≤ 29)
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Planck 2015: Tensor-to-scalar ratio

From large scales: still far. 
But significant improvement 
on the way for 2016

The Planck Coll. XI 2015
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Planck 100GHz&143GHz Planck + Bicep/Keck
From intermediate scales:
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Tensor-to-scalar
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FIG. 6. Likelihood results from a basic lensed-⇤CDM+r+dust model, fitting BB auto- and cross-spectra taken between maps
at 150GHz, 217, and 353GHz. The 217 and 353GHz maps come from Planck. The primary results (heavy black) use the
150GHz combined maps from BICEP2/Keck. Alternate curves (light blue and red) show how the results vary when the
BICEP2 and Keck Array only maps are used. In all cases a Gaussian prior is placed on the dust frequency spectrum parameter
�d = 1.59± 0.11. In the right panel the two dimensional contours enclose 68% and 95% of the total likelihood.

variation at high latitude, as explained in Sec. VA.
Nevertheless, it is important to appreciate that the
r constraint curves shown in Fig. 6 shift left (right)
when assuming a lower (higher) value of �d. For
�d = 1.3 ± 0.11 the peak is at r = 0.021 and for
�d = 1.9± 0.11 the peak is at r = 0.073.

• Varying the dust power spectrum shape: in
the fiducial analysis the dust spatial power spec-
trum is assumed to be a power law with D` /
`�0.42. Marginalizing over spectral indices in the
range �0.8 to 0 we find little change in the r con-
straint (see also Sec. IVB for an alternate relax-
ation of the assumptions regarding the spatial prop-
erties of the dust pattern).

• Using Gaussian determinant likelihood: the
fiducial analysis uses the HL likelihood approx-
imation, as described in Sec. III A. An alterna-
tive is to recompute the covariance matrix C at
each point in parameter space and take L =
det (C)�1/2 exp (�(dTC�1d)/2), where d is the de-
viation of the observed bandpowers from the model
expectation values. This results in an r constraint
which peaks slightly lower, as shown in Fig. 7. Run-
ning both methods on the simulated realizations
described in Sec. IVA, indicates that such a dif-
ference is not unexpected and that there may be
a small systematic downward bias in the Gaussian
determinant method.

• Varying the HL fiducial model: as mentioned
in Sec. IIIA the HL likelihood formulation requires
that the expectation values and bandpower co-
variance matrix be provided for a single “fiducial
model” (not to be confused with the “fiducial anal-
ysis” of Sec. III B). Normally we use the lensed-
⇤CDM+dust simulations described in Sec. IVA be-
low. Switching this to lensed-⇤CDM+r=0.2 pro-
duces no change on average in the simulations, al-

though it does cause any given realization to shift
slightly—the change for the real data case is shown
in Fig. 7.

• Adding synchrotron: BK-I took the WMAP K -
band (23GHz) map, extrapolated it to 150GHz ac-
cording to ⌫�3.3 (mean value within the BICEP2
field of the MCMC “Model f” spectral index map
provided by WMAP [2]), and found a negligible
predicted contribution (rsync,150 = 0.0008±0.0041).
Figure 3 does not o↵er strong motivation to reex-
amine this finding—the only significant detections
of correlated BB power are in the BK150⇥P353
and, to a lesser extent, BK150⇥P217 spectra. How-
ever, here we proceed to a fit including all the
polarized bands of Planck (as shown in Fig. 3)
and adding a synchrotron component to the base
lensed-⇤CDM+noise+r+dust model. We take syn-
chrotron to have a power law spectrum D` /
`�0.6 [23], with free amplitude Async, where Async is
the amplitude at ` = 80 and at 150GHz, and scal-
ing with frequency according to ⌫�3.3. In such a
scenario we can vary the degree of correlation that
is assumed between the dust and synchrotron sky
patterns. Figure 8 shows results for the uncorre-
lated and fully correlated cases. Marginalizing over
r and Ad we find Async < 0.0003µK2 at 95% con-
fidence for the uncorrelated case, and many times
smaller for the correlated. This last is because once
one has a detection of dust it e↵ectively becomes
a template for the synchrotron. This synchrotron
limit is driven by the Planck 30 GHz band—we ob-
tain almost identical results when adding only this
band, and a much softer limit when not including it.
If we instead assume synchrotron scaling of ⌫�3.0

the limit on Async is approximately doubled for the
uncorrelated case and reduced for the correlated.
(Because the DS1⇥DS2 data-split is not available
for the Planck LFI bands we switch to Y1⇥Y2 for

variance in our patch of sky, and the likelihood falls off very
steeply towards r ¼ 0. The likelihood ratio between r ¼ 0
and the maximum is 2.9 × 10−11 equivalent to a PTE of
3.3 × 10−12 or 7.0σ. The numbers quoted above are for bins
1–5 although due to the weighting step they are highly
insensitive to the inclusion of the higher band powers.
(Absolute calibration and beam uncertainty are included in
these calculations but have a negligible effect.)
Evaluating our simple χ2 statistic between band powers

1–5 and the lensed-ΛCDMþ noiseþ r ¼ 0.2 simulations
yields a value of 1.1, which for 4 degrees of freedom has a
PTE of 0.90. Using all nine band powers χ2 is 8.4, which
for 8 degrees of freedom has a PTE of 0.40. The model is
therefore a perfectly acceptable fit to the data.
In Fig. 11 we recompute the r constraint subtracting each

of the dust models shown in Fig. 6. For the auto spectra the
range of maximum likelihood r values is 0.15–0.19, while
for the cross it is 0.19–0.21 (random fluctuations in the
cross can cause shifts up as well as down). The probability
that each of these models reflects reality is hard to assess.
To explain the entire excess BB signal with dust requires
increasing the power predicted by the auto spectra of the
various models by factors ranging from ∼ ð5–10Þ×. For
example, in the context of the DDM1 model the preferred
value of r varies as r ∼ 0.20–13p2, so that increasing
this model’s assumed uniform polarization fraction from
p ¼ 5% to p ∼ 13% would explain the full excess under
this model.
The dust foreground is expected to have a power law

spectrum which slopes modestly down ∝ l∼−0.6 in the
usual lðlþ 1ÞCl=2π units [87]—although how this might
fluctuate from small field to small field at high Galactic
latitude has not been investigated. We note that the s=n
band-power weighting scheme described above weights the

first bin highly, and it is here that the foreground models
equal the largest fraction of the observed signal. Therefore
if we were to exclude the first band power the difference
between the unsubtracted and foreground subtracted model
lines in Fig. 11 would be smaller; i.e.. while dust may
contribute significantly to our first band power it seems less
able to explain band powers two through five. Reevaluating
the base r constraint using band powers 2–5 yields
r ¼ 0.19þ0.07

−0.05 with r ¼ 0 ruled out at 6.4σ.
Computing an r constraint using the BICEP2 ×

BICEP1comb cross spectrum shown in Fig. 9 yields
r ¼ 0.19þ0.11

−0.08 . The likelihood ratio between r ¼ 0 and

0 50 100 150 200
−0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

Multipole

l(l
+1

)C
lB

B
/2

π 
[µ

K
2 ]

0 0.1 0.2 0.3 0.4 0.5 0.6
Tensor−to−scalar ratio r

Li
ke

lih
oo

d

r = 0.20+0.07
−0.05

0 0.1 0.2 0.3 0.4
0

100

200

300

400

Maximum likelihood r

E
nt

rie
s

Data r = 0.20
S+N Sims r=0.0
S+N Sims r=0.2

FIG. 10 (color). Left: The BICEP2 band powers plotted with the maximum likelihood lensed-ΛCDMþ r ¼ 0.20 model. The
uncertainties are taken from that model and hence include sample variance on the r contribution. Middle: The constraint on the tensor-to-
scalar ratio r. The maximum likelihood and %1σ interval is r ¼ 0.20þ0.07

−0.05 , as indicated by the vertical lines. Right: Histograms of the
maximum likelihood values of r derived from lensed-ΛCDMþ noise simulations with r ¼ 0 (blue) and adding r ¼ 0.2 (red). The
maximum likelihood value of r for the real data is shown by the vertical line.
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FIG. 11 (color). Modified constraints on the tensor-to-scalar
ratio r when subtracting each of the foreground models shown in
Fig. 6 from the BICEP2 BB band powers. The line styles and
colors match Fig. 6 with dashed for auto spectra and solid for
cross spectra. The probability that each of these models reflects
reality is hard to assess—see the text for discussion.
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 The CMB polarization at large angular scales"
!

  The Planck 2015 release"
!
" Current status of the constraints on τ and r from large scales 
!

 The challenge"
!

  Statistical methods [Mangilli, Plaszczynski, Tristram. MNRAS 2015] 
   Preliminary Planck HFI results 

!
 Future prospects & conclusions

OUTLINE
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The challenge
➡ Data quality"
     Control of systematics, in particular HFI 100GHz,143GHz,217GHz 
 (See Matthieu’s talk)"
     Accurate foreground subtraction/modelling
➡ Data analysis "
     Statistical method(s) optimized to CMB analysis @ large angular scales

M= CMB signal+noise covariance matrix

• Can compromise parameter reconstruction in particular for the high 
sensitivity of HFI channels!

• Difficult handling of noise bias/residual systematics

Methodology  

1. Multivariate Gaussian likelihood in the m=[T,Q,U] maps, with CMB 
signal plus noise covariance matrix M : 

 

 

2. T,Q,U maps are cleaned of foreground emission and residual 
systematics: 

a. In T, Commander multiband CMB solution  

b. In Q,U polarized CMB is provided by Planck 70 GHz, after 
template fitting for polarized synchrotron and dust, based 
on Planck 30 and 353 GHz, and their polarization leakage 
corrections.  
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Methodology  

1. Multivariate Gaussian likelihood in the m=[T,Q,U] maps, with CMB 
signal plus noise covariance matrix M : 

 

 

2. T,Q,U maps are cleaned of foreground emission and residual 
systematics: 

a. In T, Commander multiband CMB solution  

b. In Q,U polarized CMB is provided by Planck 70 GHz, after 
template fitting for polarized synchrotron and dust, based 
on Planck 30 and 353 GHz, and their polarization leakage 
corrections.  
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Polarized CMB from 70 GHz 

1. Low ell CMB polarization in Planck 
2014 comes from 70 GHz.  

2. Out of eight surveys, we exclude 
from the dataset survey 2 and 4 
because the exhibit unusual B mode 
excess, presumably connected with 
sidelobe contamination. 

3. Templates (30 and 353) are built 
from full mission data. 

4. Working resolution is nside = 16, 
down sampled from high resolution 
through noise weighting. No 
smoothing is applied in polarization 

5. The analysis mask retains 47% of the 
sky. 
 

Stokes Q 

Stokes U 

Preliminary 

Low-l Commander temperature map 

• As in 2013, the low-l temperature likelihood is based on 
the foreground-cleaned Commander map 
 

• But unlike 2013, the 2014 map also incorporates the 9-
year WMAP data and the 408 MHz Haslam map 
• More frequencies � better fg model � more clean sky 

• See Wehus’ talk tomorrow for more details 
 

•    Analysis chain: 

1. Perform component separation at 1q resolution 

2. Define narrow F2–based processing mask to 
remove obvious residuals 

3. Fill mask with a constrained Gaussian realization 

4. Smooth to 440’ FWHM, and repixelize at Nside=16 

5. Define proper F2–based confidence mask at 
Nside=256 

– This year fsky = 0.93, which is up from 0.87 in 2013 

6. Downgrade mask, and apply to Nside=16 map 
– Range of different F2 thresholds considered; no systematic 

biases or trends found in power spectrum until fsky | 0.97 

 

 

 

Polarized CMB from 70 GHz 

1. Low ell CMB polarization in Planck 
2014 comes from 70 GHz.  

2. Out of eight surveys, we exclude 
from the dataset survey 2 and 4 
because the exhibit unusual B mode 
excess, presumably connected with 
sidelobe contamination. 

3. Templates (30 and 353) are built 
from full mission data. 

4. Working resolution is nside = 16, 
down sampled from high resolution 
through noise weighting. No 
smoothing is applied in polarization 

5. The analysis mask retains 47% of the 
sky. 
 

Stokes Q 

Stokes U 

Preliminary 

UQ

So far (WMAP, Planck 2013, 2015): Gaussian likelihood in map space 

Problem: noise covariance matrix reconstruction accuracy 
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Cross-spectra likelihood at large scales 
[Mangilli, Plaszczynski, Tristram (MNRAS 2015)] 

!
Use cross-spectra likelihood at large scales"!

Noise bias removed. Exploit cross dataset informations!
Better handling of residual systematics/foregrounds!

Two solutions to solve for the non-Gaussianity of the estimator 
distributions at low multipoles

1.  Analytic approximation of the estimators: works for single-field and small mask 
!
2. Modified Hamimeche&Lewis (2008) likelihood for cross-spectra (oHL)

   Full temperature and polarization analysis

Anna Mangilli (IAS) - IPMU - 14th December 2015



   Full temperature and polarization analysis

Covariance matrix (l-l and T-E-B correlations)
8 Mangilli, Plaszczynski, Tristram

that:

[MA⇥B
f ]XY

``0 = h
⇣
(CXY
` )sim �CXY f id

`

⌘⇣
(CXY
`0 )sim �CXY f id

`0
⌘
iMC , (21)

where CXY
` ⌘ (CXY

` )A⇥B, and X,Y = {T, E, B}.
Since it will be useful in the following, we also report the

equations of the modified oHL likelihood in the case of the single
field approximation. In particular, we are interested in applying the
method to the polarization EE-only cross-spectra CEE

` ⌘ (CEE
` )A⇥B

for which the oHL likelihood is defined by

�2lnL =
X

``0
[OXg]EE

` [MEE
f ]�1
``0 [OXg]EE

``0 (22)

where:

[Xg]EE
` ! [OXg]EE

` =

q
O(CEE f id

` )g
h O(ĈEE

` )
O(CEEmod

` )

iq
O(CEE f id

` ),

(23)
and:

O(CEE
` ) = (CEE

` + o`). (24)

CEE f id
` , ĈEE

` and CEEmod
` are, respectively, the spectra of the fiducial

model, the data and the variable spectra for the likelihood sam-
pling, and oEE

` is the e↵ective o↵set. Also, the covariance matrix to
account for the multipole coupling in this case is defined by:

[Mf ]``0 = h
⇣
(CEE
` )A⇥B

sim �CEE f id
`

⌘⇣
(CEE
`0 )A⇥B

sim �CEE f id
`0
⌘
iNsims (25)

5 SINGLE FIELD RESULTS

We first present the results in the case of the single field approx-
imation. As single field we choose the E polarization and we
build the EE cross-spectra likelihoods to constrain the ⌧ parame-
ter, since it is relevant for the analysis of present and future CMB
data. We construct the three di↵erent single field cross-spectra like-
lihoods derived from the formulas in Sect. 4: the general ana-
lytical parametrization derived from full-sky based approach, the
parametrization based on the Edgeworth expansion approximation
to describe the cumulants of the cross-spectra distribution and the
oHL single-field likelihood.

In order to compare the three methods, we focus on the small
sky cut case, where the cross-spectra simulations are generated by
applying a mask with fsky =0.8. The `-by-` correlations are weak
and the analytic approximations are reliable. This comparison is
useful not only as a validation test of the di↵erent methods but
also to demonstrate that correlations can indeed be neglected in
the parametric case. To construct the single field oHL cross-spectra
likelihood we use Eq. (22) where the `-` correlations are encoded
in the cross-spectra covariance matrix of Eq. (25). For each of the
six cross-spectra considered, the covariance matrix is computed
from the Monte Carlo average of the E-modes simulations gener-
ated with a fiducial input cosmology corresponding to the Planck
best-fit 2015 with ⌧ = 0.078 and tensor modes with r = 0.1. We
estimate the o↵sets oEE A⇥B

` from our reference simulations as de-
scribed in Sect. 4.2 and Fig. 6.

The likelihood sampling is done by computing the CEEmod
`

with the CAMB code2 varying ⌧ in the range [0.01, 0.15] with
a step �⌧ = 0.001, fixing the other parameters to their Planck
2015 best-fit values and rescaling Ase�2⌧. The degeneracy between

2 http://camb.info/

⌧ and the scalar amplitude parameter As is in fact broken by fix-
ing accordingly the amplitude of the first peak of the TT spectrum
ATT = Ase�2⌧ at ` = 200. More general results based on joint con-
straints of the ⌧ and As are presented in Sect. 6.2.1.

We choose events (i.e. one C` vector sample) at random from
the set of Planck-100⇥Planck-143 simulations and construct for
each ` independently the marginal likelihoods with the three di↵er-
ent methods, setting each time all Cth

` values other than this mul-
tipole to their true values. Fig. 8 displays a typical case. Here are
some comments that we derive from the observation of many sam-
ples:

• even-though the sample C` may get negative values, due to
noise and low signal, the likelihood of any negative true power
value is unphysical and is equal to 0. This case does not happen
in practice since in cosmological parameter estimation the Boltz-
mann code always propose positive spectra.
• the Edgeworth-based method shows some oscillation for the

very first multipoles, generally for ` = 2, 3. This is due to the very
steep raising of the distributions at the very beginning (see Fig C1)
which leads to some small negative ‘ringing’ e↵ect in the truncated
expansion. The method introduced in Sect. 3.2.2 mitigates the ef-
fect but does not completely cure for it and regarding this aspect
the full-sky based method and the oHL likelihood gives a better
approximation.

Overall the agreement among the three methods is impressive
and validates all our single-field approaches.

As a further validation test, we check the bias of the likelihood
against our Monte-Carlo simulations. For each simulation, we de-
rive the posterior of ⌧ for ` < 20. For the full sky based likelihood
and for the Edgeworth expansion likelihood we remove multipoles
2 and 3 -which do not carry much information due to the cosmic
variance level- since their p.d.f parametrization is less accurate, as
shown in Sect. 3.2. For oHL we consider ` = [2, 20]. We then draw
the distribution of the ⌧ estimator defined as

⌧̃ = arg max
⌧

(L).

Figure 9 shows the distribution of the maximum probability
over the Monte Carlo simulation for the full sky based likelihood,
the Edgeworth expansion likelihood and the oHL likelihood. All
three approximations recover the input value ⌧ f id = 0.078 used to
generate our reference simulations, showing that the three likeli-
hoods are unbiased. In Table 1 are reported the error bars on the
estimation of the ⌧ parameter computed as the standard deviation
of the maximum probability ⌧̃ for the three likelihoods. Since the
oHL likelihood accounts for the `-by-` correlations while the full-
sky based likelihood and the Edgeworth expansion approximation
do not, the fact that the three methods give compatible results in
terms of error bars confirm that the level of multipole correlations
for a small sky cut is low and does not have an impact in the recon-
struction of the ⌧ parameter. Note however that both the analytical
approximations are slightly sub-optimal with respect to the oHL
likelihood, by a factor of ' 4% for the full-sky based likelihood
and by a factor of ' 7% for the Edgeworth expansion likelihood.
These results hold in general for all the cross-spectra considered.

Finally, it is useful to assess the stability of the results obtained
with the oHL likelihood with respect to choice of the o↵set term.
Indeed, changing the o↵sets both could bias the peak of the pos-
terior distribution and change its width. As described in Eq. (23),
the o↵set ensure the H&L transformation to be definite and too
small o↵sets may leak to undefined likelihood. On the opposite,
a overestimation of the o↵set value has limited e↵ect on the peak
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Lewis 2008):

�2lnL (Cth
` |Ĉ`) =

X

``0
[Xg]T

` [M�1
f ]``0 [Xg]`0 . (13)

The [M�1
f ]``0 is the inverse of the C`-covariance matrix that allows

to quantify the ` � ` and the correlations of the T, E, B fields. The
vector [Xg]` is the H&L transformed C` vector defined as:

[Xg]` = vecp
⇣
C1/2

f id U(g[D(P)])UTC1/2
f id

⌘
. (14)

In eq.14, C1/2
f id is the square root of the C` matrix:

C` =

0
BBBBBBBBBBBBBB@

CTT
` CT E

` CT B
`

CT E
` CEE

` CEB
`

CT B
` CEB

` CBB
`

1
CCCCCCCCCCCCCCA

(15)

for a given fiducial model and the function (g[D(P)]) refers to the
transformation:

g(x) = sign(x � 1)
p

(2(x � ln(x) � 1)), (16)

applied to the eigenvalues of the matrix P = C�1/2
mod ĈdataC�1/2

mod , where
Cmod and Ĉdata are, respectively, the matrices of the sampled C` and
the data.

The problem is that for cross-spectra and at large angular
scales the P matrix is no longer guaranteed to be positive definite. In
fact, as shown in Eq. (2) that describes the distribution of the cross-
spectra estimators Ĉ`, the Ĉdata can be negative. In order to solve
for this issue, we propose a modification of the H&L likelihood that
consists in adding an e↵ective o↵set o` to the cross-spectra on the
diagonal of the C` matrices in order to ensure the positive definite-
ness of the cross-spectra P matrix. In particular, we re-define each
C` matrix (eq. 15) as:

CA⇥B
` ! O(CA⇥B

` ) =

0
BBBBBBBBBBBBBB@

CTT
` + oTT

` CT E
` CT B

`

CT E
` CEE

` + oEE
` CEB

`

CT B
` CEB

` CBB
` + oBB

`

1
CCCCCCCCCCCCCCA

(17)

so that:

[Xg(CA⇥B
` )]` ! [OXg]` = [Xg(O(CA⇥B

` ))]`. (18)

The new o↵set H&L likelihood (oHL hereafter) reads:

�2lnL (C` |ĈA⇥B
` ) =

X

``0
[OXg]T

` [M�1
f ]``0 [OXg]`0 , (19)

The variable transformation g(x) is now modified for the cross-
spectra to regularize the likelihood around zero so that Eq. (16)
now reads:

g(x)! sign(x)g(|x|). (20)

The o↵set function oXY
` can be derived from simulations. We

estimate the o↵sets from the MC distributions ensuring that the P
matrix reconstructed is positive definite for more than 99% of our
simulations. Given that the o↵sets are needed to shift the C` distri-
butions for each field T, E, B to avoid negative eigenvalues on the
P matrix, the o↵set functions depend on the shape of the C` distri-
bution at each `. In particular, the o↵sets depend on the noise levels
of the maps involved in the cross-spectra and on the mask used.
In fact, the tails of the C` distributions at each ` are more negative
when the noise is higher and when a larger mask is applied. The
plot in Fig. 6 shows how the o↵set functions change for di↵erent
combinations of noise levels in the case of the six cross-spectra
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Figure 6. The o↵set functions oA⇥B
` of the oHL likelihood for the E-modes

cross-spectra and for the six di↵erent combinations of noise levels.
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Figure 7. The o↵set functions oA⇥B
` of the oHL likelihood for the B-modes

cross-spectra (solid) and the E-modes cross-spectra (dashed) for the Planck-
HFI⇥Planck-143Ṫhe di↵erent colors refers to the di↵erent fiducial models
used in the simulations: black is the early reionization scenario without
tensor modes (model 1), red is the late reionization scenario with tensors
(model 2) and blue is the Planck 2015 best fit with r = 0.1.

considered: from the highest of the WMAP⇥Planck-70 in orange
to the Planck-HFI⇥Planck-143 in green.

Moreover, the o↵sets also depend on the fiducial model, as,
in general, an higher signal-to-noise implies that the C` distribu-
tions have a smaller shift to negative values. Fig. 7 shows the o↵set
functions obtained from simulations generated with di↵erent fidu-
cial models for the E-modes (dashed) and B-modes (solid) for the
Planck-100⇥Planck-143 cross-spectra. The black lines refers to the
early reionization scenario without tensor modes (model 1), the red
lines to the late reionization scenario with tensors (model 2) and
the blue lines to the Planck 2015 best fit with r = 0.1. The shape
of the o↵sets is consistent for the three di↵erent cases and, given
the very di↵erent levels of signal considered, the dependence on
the fiducial model is mild. As we will show in Sect. 5 and Sect. 6
the likelihood results on the cosmological parameters reconstruc-
tion are robust with respect to the choice of the fiducial model used
to define the o↵set functions.

The [M�1
f ]``0 in Eq. (19) is the inverse of the cross-spectra

CA⇥B
` -covariance matrix that can be estimated for a given theoret-

ical fiducial model CXY f id
` through Monte Carlo simulations such
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Lewis 2008):

�2lnL (Cth
` |Ĉ`) =

X

``0
[Xg]T

` [M�1
f ]``0 [Xg]`0 . (13)

The [M�1
f ]``0 is the inverse of the C`-covariance matrix that allows

to quantify the ` � ` and the correlations of the T, E, B fields. The
vector [Xg]` is the H&L transformed C` vector defined as:

[Xg]` = vecp
⇣
C1/2

f id U(g[D(P)])UTC1/2
f id

⌘
. (14)

In eq.14, C1/2
f id is the square root of the C` matrix:

C` =

0
BBBBBBBBBBBBBB@

CTT
` CT E

` CT B
`

CT E
` CEE

` CEB
`

CT B
` CEB

` CBB
`

1
CCCCCCCCCCCCCCA

(15)

for a given fiducial model and the function (g[D(P)]) refers to the
transformation:

g(x) = sign(x � 1)
p

(2(x � ln(x) � 1)), (16)

applied to the eigenvalues of the matrix P = C�1/2
mod ĈdataC�1/2

mod , where
Cmod and Ĉdata are, respectively, the matrices of the sampled C` and
the data.

The problem is that for cross-spectra and at large angular
scales the P matrix is no longer guaranteed to be positive definite. In
fact, as shown in Eq. (2) that describes the distribution of the cross-
spectra estimators Ĉ`, the Ĉdata can be negative. In order to solve
for this issue, we propose a modification of the H&L likelihood that
consists in adding an e↵ective o↵set o` to the cross-spectra on the
diagonal of the C` matrices in order to ensure the positive definite-
ness of the cross-spectra P matrix. In particular, we re-define each
C` matrix (eq. 15) as:
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so that:

[Xg(CA⇥B
` )]` ! [OXg]` = [Xg(O(CA⇥B

` ))]`. (18)

The new o↵set H&L likelihood (oHL hereafter) reads:

�2lnL (C` |ĈA⇥B
` ) =

X

``0
[OXg]T

` [M�1
f ]``0 [OXg]`0 , (19)

The variable transformation g(x) is now modified for the cross-
spectra to regularize the likelihood around zero so that Eq. (16)
now reads:

g(x)! sign(x)g(|x|). (20)

The o↵set function oXY
` can be derived from simulations. We

estimate the o↵sets from the MC distributions ensuring that the P
matrix reconstructed is positive definite for more than 99% of our
simulations. Given that the o↵sets are needed to shift the C` distri-
butions for each field T, E, B to avoid negative eigenvalues on the
P matrix, the o↵set functions depend on the shape of the C` distri-
bution at each `. In particular, the o↵sets depend on the noise levels
of the maps involved in the cross-spectra and on the mask used.
In fact, the tails of the C` distributions at each ` are more negative
when the noise is higher and when a larger mask is applied. The
plot in Fig. 6 shows how the o↵set functions change for di↵erent
combinations of noise levels in the case of the six cross-spectra
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Figure 7. The o↵set functions oA⇥B
` of the oHL likelihood for the B-modes

cross-spectra (solid) and the E-modes cross-spectra (dashed) for the Planck-
HFI⇥Planck-143Ṫhe di↵erent colors refers to the di↵erent fiducial models
used in the simulations: black is the early reionization scenario without
tensor modes (model 1), red is the late reionization scenario with tensors
(model 2) and blue is the Planck 2015 best fit with r = 0.1.

considered: from the highest of the WMAP⇥Planck-70 in orange
to the Planck-HFI⇥Planck-143 in green.

Moreover, the o↵sets also depend on the fiducial model, as,
in general, an higher signal-to-noise implies that the C` distribu-
tions have a smaller shift to negative values. Fig. 7 shows the o↵set
functions obtained from simulations generated with di↵erent fidu-
cial models for the E-modes (dashed) and B-modes (solid) for the
Planck-100⇥Planck-143 cross-spectra. The black lines refers to the
early reionization scenario without tensor modes (model 1), the red
lines to the late reionization scenario with tensors (model 2) and
the blue lines to the Planck 2015 best fit with r = 0.1. The shape
of the o↵sets is consistent for the three di↵erent cases and, given
the very di↵erent levels of signal considered, the dependence on
the fiducial model is mild. As we will show in Sect. 5 and Sect. 6
the likelihood results on the cosmological parameters reconstruc-
tion are robust with respect to the choice of the fiducial model used
to define the o↵set functions.

The [M�1
f ]``0 in Eq. (19) is the inverse of the cross-spectra

CA⇥B
` -covariance matrix that can be estimated for a given theoret-

ical fiducial model CXY f id
` through Monte Carlo simulations such
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Lewis 2008):

�2lnL (Cth
` |Ĉ`) =

X

``0
[Xg]T

` [M�1
f ]``0 [Xg]`0 . (13)

The [M�1
f ]``0 is the inverse of the C`-covariance matrix that allows

to quantify the ` � ` and the correlations of the T, E, B fields. The
vector [Xg]` is the H&L transformed C` vector defined as:

[Xg]` = vecp
⇣
C1/2

f id U(g[D(P)])UTC1/2
f id

⌘
. (14)

In eq.14, C1/2
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for a given fiducial model and the function (g[D(P)]) refers to the
transformation:

g(x) = sign(x � 1)
p

(2(x � ln(x) � 1)), (16)

applied to the eigenvalues of the matrix P = C�1/2
mod ĈdataC�1/2

mod , where
Cmod and Ĉdata are, respectively, the matrices of the sampled C` and
the data.

The problem is that for cross-spectra and at large angular
scales the P matrix is no longer guaranteed to be positive definite. In
fact, as shown in Eq. (2) that describes the distribution of the cross-
spectra estimators Ĉ`, the Ĉdata can be negative. In order to solve
for this issue, we propose a modification of the H&L likelihood that
consists in adding an e↵ective o↵set o` to the cross-spectra on the
diagonal of the C` matrices in order to ensure the positive definite-
ness of the cross-spectra P matrix. In particular, we re-define each
C` matrix (eq. 15) as:
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so that:

[Xg(CA⇥B
` )]` ! [OXg]` = [Xg(O(CA⇥B

` ))]`. (18)

The new o↵set H&L likelihood (oHL hereafter) reads:

�2lnL (C` |ĈA⇥B
` ) =

X

``0
[OXg]T

` [M�1
f ]``0 [OXg]`0 , (19)

The variable transformation g(x) is now modified for the cross-
spectra to regularize the likelihood around zero so that Eq. (16)
now reads:

g(x)! sign(x)g(|x|). (20)

The o↵set function oXY
` can be derived from simulations. We

estimate the o↵sets from the MC distributions ensuring that the P
matrix reconstructed is positive definite for more than 99% of our
simulations. Given that the o↵sets are needed to shift the C` distri-
butions for each field T, E, B to avoid negative eigenvalues on the
P matrix, the o↵set functions depend on the shape of the C` distri-
bution at each `. In particular, the o↵sets depend on the noise levels
of the maps involved in the cross-spectra and on the mask used.
In fact, the tails of the C` distributions at each ` are more negative
when the noise is higher and when a larger mask is applied. The
plot in Fig. 6 shows how the o↵set functions change for di↵erent
combinations of noise levels in the case of the six cross-spectra
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Figure 7. The o↵set functions oA⇥B
` of the oHL likelihood for the B-modes

cross-spectra (solid) and the E-modes cross-spectra (dashed) for the Planck-
HFI⇥Planck-143Ṫhe di↵erent colors refers to the di↵erent fiducial models
used in the simulations: black is the early reionization scenario without
tensor modes (model 1), red is the late reionization scenario with tensors
(model 2) and blue is the Planck 2015 best fit with r = 0.1.

considered: from the highest of the WMAP⇥Planck-70 in orange
to the Planck-HFI⇥Planck-143 in green.

Moreover, the o↵sets also depend on the fiducial model, as,
in general, an higher signal-to-noise implies that the C` distribu-
tions have a smaller shift to negative values. Fig. 7 shows the o↵set
functions obtained from simulations generated with di↵erent fidu-
cial models for the E-modes (dashed) and B-modes (solid) for the
Planck-100⇥Planck-143 cross-spectra. The black lines refers to the
early reionization scenario without tensor modes (model 1), the red
lines to the late reionization scenario with tensors (model 2) and
the blue lines to the Planck 2015 best fit with r = 0.1. The shape
of the o↵sets is consistent for the three di↵erent cases and, given
the very di↵erent levels of signal considered, the dependence on
the fiducial model is mild. As we will show in Sect. 5 and Sect. 6
the likelihood results on the cosmological parameters reconstruc-
tion are robust with respect to the choice of the fiducial model used
to define the o↵set functions.

The [M�1
f ]``0 in Eq. (19) is the inverse of the cross-spectra

CA⇥B
` -covariance matrix that can be estimated for a given theoret-

ical fiducial model CXY f id
` through Monte Carlo simulations such
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Lewis 2008):

�2lnL (Cth
` |Ĉ`) =

X

``0
[Xg]T

` [M�1
f ]``0 [Xg]`0 . (13)

The [M�1
f ]``0 is the inverse of the C`-covariance matrix that allows

to quantify the ` � ` and the correlations of the T, E, B fields. The
vector [Xg]` is the H&L transformed C` vector defined as:

[Xg]` = vecp
⇣
C1/2

f id U(g[D(P)])UTC1/2
f id

⌘
. (14)

In eq.14, C1/2
f id is the square root of the C` matrix:
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(15)

for a given fiducial model and the function (g[D(P)]) refers to the
transformation:

g(x) = sign(x � 1)
p

(2(x � ln(x) � 1)), (16)

applied to the eigenvalues of the matrix P = C�1/2
mod ĈdataC�1/2

mod , where
Cmod and Ĉdata are, respectively, the matrices of the sampled C` and
the data.

The problem is that for cross-spectra and at large angular
scales the P matrix is no longer guaranteed to be positive definite. In
fact, as shown in Eq. (2) that describes the distribution of the cross-
spectra estimators Ĉ`, the Ĉdata can be negative. In order to solve
for this issue, we propose a modification of the H&L likelihood that
consists in adding an e↵ective o↵set o` to the cross-spectra on the
diagonal of the C` matrices in order to ensure the positive definite-
ness of the cross-spectra P matrix. In particular, we re-define each
C` matrix (eq. 15) as:

CA⇥B
` ! O(CA⇥B

` ) =
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so that:

[Xg(CA⇥B
` )]` ! [OXg]` = [Xg(O(CA⇥B

` ))]`. (18)

The new o↵set H&L likelihood (oHL hereafter) reads:

�2lnL (C` |ĈA⇥B
` ) =

X

``0
[OXg]T

` [M�1
f ]``0 [OXg]`0 , (19)

The variable transformation g(x) is now modified for the cross-
spectra to regularize the likelihood around zero so that Eq. (16)
now reads:

g(x)! sign(x)g(|x|). (20)

The o↵set function oXY
` can be derived from simulations. We

estimate the o↵sets from the MC distributions ensuring that the P
matrix reconstructed is positive definite for more than 99% of our
simulations. Given that the o↵sets are needed to shift the C` distri-
butions for each field T, E, B to avoid negative eigenvalues on the
P matrix, the o↵set functions depend on the shape of the C` distri-
bution at each `. In particular, the o↵sets depend on the noise levels
of the maps involved in the cross-spectra and on the mask used.
In fact, the tails of the C` distributions at each ` are more negative
when the noise is higher and when a larger mask is applied. The
plot in Fig. 6 shows how the o↵set functions change for di↵erent
combinations of noise levels in the case of the six cross-spectra
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Figure 7. The o↵set functions oA⇥B
` of the oHL likelihood for the B-modes

cross-spectra (solid) and the E-modes cross-spectra (dashed) for the Planck-
HFI⇥Planck-143Ṫhe di↵erent colors refers to the di↵erent fiducial models
used in the simulations: black is the early reionization scenario without
tensor modes (model 1), red is the late reionization scenario with tensors
(model 2) and blue is the Planck 2015 best fit with r = 0.1.

considered: from the highest of the WMAP⇥Planck-70 in orange
to the Planck-HFI⇥Planck-143 in green.

Moreover, the o↵sets also depend on the fiducial model, as,
in general, an higher signal-to-noise implies that the C` distribu-
tions have a smaller shift to negative values. Fig. 7 shows the o↵set
functions obtained from simulations generated with di↵erent fidu-
cial models for the E-modes (dashed) and B-modes (solid) for the
Planck-100⇥Planck-143 cross-spectra. The black lines refers to the
early reionization scenario without tensor modes (model 1), the red
lines to the late reionization scenario with tensors (model 2) and
the blue lines to the Planck 2015 best fit with r = 0.1. The shape
of the o↵sets is consistent for the three di↵erent cases and, given
the very di↵erent levels of signal considered, the dependence on
the fiducial model is mild. As we will show in Sect. 5 and Sect. 6
the likelihood results on the cosmological parameters reconstruc-
tion are robust with respect to the choice of the fiducial model used
to define the o↵set functions.

The [M�1
f ]``0 in Eq. (19) is the inverse of the cross-spectra

CA⇥B
` -covariance matrix that can be estimated for a given theoret-

ical fiducial model CXY f id
` through Monte Carlo simulations such
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` [M�1
f ]``0 [Xg]`0 . (13)

The [M�1
f ]``0 is the inverse of the C`-covariance matrix that allows

to quantify the ` � ` and the correlations of the T, E, B fields. The
vector [Xg]` is the H&L transformed C` vector defined as:

[Xg]` = vecp
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for a given fiducial model and the function (g[D(P)]) refers to the
transformation:

g(x) = sign(x � 1)
p

(2(x � ln(x) � 1)), (16)

applied to the eigenvalues of the matrix P = C�1/2
mod ĈdataC�1/2

mod , where
Cmod and Ĉdata are, respectively, the matrices of the sampled C` and
the data.

The problem is that for cross-spectra and at large angular
scales the P matrix is no longer guaranteed to be positive definite. In
fact, as shown in Eq. (2) that describes the distribution of the cross-
spectra estimators Ĉ`, the Ĉdata can be negative. In order to solve
for this issue, we propose a modification of the H&L likelihood that
consists in adding an e↵ective o↵set o` to the cross-spectra on the
diagonal of the C` matrices in order to ensure the positive definite-
ness of the cross-spectra P matrix. In particular, we re-define each
C` matrix (eq. 15) as:
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so that:
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The new o↵set H&L likelihood (oHL hereafter) reads:

�2lnL (C` |ĈA⇥B
` ) =
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` [M�1
f ]``0 [OXg]`0 , (19)

The variable transformation g(x) is now modified for the cross-
spectra to regularize the likelihood around zero so that Eq. (16)
now reads:

g(x)! sign(x)g(|x|). (20)

The o↵set function oXY
` can be derived from simulations. We

estimate the o↵sets from the MC distributions ensuring that the P
matrix reconstructed is positive definite for more than 99% of our
simulations. Given that the o↵sets are needed to shift the C` distri-
butions for each field T, E, B to avoid negative eigenvalues on the
P matrix, the o↵set functions depend on the shape of the C` distri-
bution at each `. In particular, the o↵sets depend on the noise levels
of the maps involved in the cross-spectra and on the mask used.
In fact, the tails of the C` distributions at each ` are more negative
when the noise is higher and when a larger mask is applied. The
plot in Fig. 6 shows how the o↵set functions change for di↵erent
combinations of noise levels in the case of the six cross-spectra
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Figure 7. The o↵set functions oA⇥B
` of the oHL likelihood for the B-modes

cross-spectra (solid) and the E-modes cross-spectra (dashed) for the Planck-
HFI⇥Planck-143Ṫhe di↵erent colors refers to the di↵erent fiducial models
used in the simulations: black is the early reionization scenario without
tensor modes (model 1), red is the late reionization scenario with tensors
(model 2) and blue is the Planck 2015 best fit with r = 0.1.

considered: from the highest of the WMAP⇥Planck-70 in orange
to the Planck-HFI⇥Planck-143 in green.

Moreover, the o↵sets also depend on the fiducial model, as,
in general, an higher signal-to-noise implies that the C` distribu-
tions have a smaller shift to negative values. Fig. 7 shows the o↵set
functions obtained from simulations generated with di↵erent fidu-
cial models for the E-modes (dashed) and B-modes (solid) for the
Planck-100⇥Planck-143 cross-spectra. The black lines refers to the
early reionization scenario without tensor modes (model 1), the red
lines to the late reionization scenario with tensors (model 2) and
the blue lines to the Planck 2015 best fit with r = 0.1. The shape
of the o↵sets is consistent for the three di↵erent cases and, given
the very di↵erent levels of signal considered, the dependence on
the fiducial model is mild. As we will show in Sect. 5 and Sect. 6
the likelihood results on the cosmological parameters reconstruc-
tion are robust with respect to the choice of the fiducial model used
to define the o↵set functions.

The [M�1
f ]``0 in Eq. (19) is the inverse of the cross-spectra

CA⇥B
` -covariance matrix that can be estimated for a given theoret-

ical fiducial model CXY f id
` through Monte Carlo simulations such
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Figure 11. Validation of the oHL multi-fields likelihood. The plots show
that the oHL likelihood computed combining the T, E and B fields and ac-
counting for both multipole and fields correlations gives unbiased results
on the estimation of the optical depth to reionization parameter ⌧. The top
panel shows the ⌧ posterior for the six di↵erent cross-spectra when 20% of
the sky is masked ( fsky = 0.8), while the bottom panel shows the results
for a bigger mask with fsky = 0.5. The dashed line refers to the input value
⌧ f id = 0.078 used in the simulations.

Figure 12. Comparison of the posterior distributions of the ⌧ parameter ob-
tained with the full temperature and polarization oHL likelihood (blue) and
with the pixel-based likelihood (green). The plot shows a typical example
from the Planck-HFI simulation set.

Table 2. Results on the estimation of the ⌧ parameter with the full tem-
perature and polarization oHL likelihood. The fiducial model used in the
simulation is the Planck 2015 ⇤CDM best fit with ⌧ f id = 0.078. The table
shows the comparison between the estimates obtained with two di↵erent
sky cuts: . the small mask with with fsky = 0.8 and a bigger mask with
fsky = 0.5.

Cross-spectra �⌧ ( fsky = 0.8) �⌧ ( fsky = 0.5)

WMAP⇥Planck-70 0.0108 0.0203

WMAP⇥Planck-100 0.0075 0.0121

WMAP⇥Planck-143 0.0079 0.0116

Planck-70⇥Planck-100 0.0069 0.0105

Planck-70⇥Planck-143 0.0065 0.0101

Planck-100⇥Planck-143 0.0049 0.0069

Table 3. Results of the joint constraints for ⌧-r and ⌧-ln(1010As) obtained
with the full temperature and polarization oHL likelihood. As usual the fidu-
cial model used in the simulations is the ⇤CDM Planck 2015 best fit with
⌧ = 0.078, ln(1010As) = 3.09 and r = 0.1. The results are for the set of
Planck-100⇥Planck-143 cross-spectra simulations with fsky = 0.8.

⌧ � ln(1010As)

⌧best f it �⌧ (ln(1010As))best f it �(ln(1010As))

0.0770 0.0050 3.0632 0.0750

⌧ � r

⌧best f it �⌧ rbest f it �r

0.0777 0.0049 0.0703 0.0794

6.2 Joint estimation of ⌧, r and As

Using the full combined analysis, we can construct multi-
dimensional constraints on parameters. In particular, we focus on
the correlations between the optical depth and the amplitude of
the scalar fluctuations As and between the optical depth and the
tensor-to-scalar ratio r which are relevant for the future analysis of
CMB data at large angular scales from e.g. Planck. In both cases we
perform the full analysis using the Planck-100⇥Planck-143 spec-
tra which corresponds to the lowest noise frequency combination
and it can be used to make realistic forecasts for current and future
CMB experiments. We consider a sky cut with fsky = 0.8.

6.2.1 Joint estimation of ⌧ and As

Using the temperature power spectrum only, As and ⌧ are strongly
degenerated. Indeed, the amplitude of the first acoustic peak of the
CMB temperature power spectrum directly measures ATT = Ase�2⌧.
Using polarization data at large angular scale helps breaking this
degeneracy. So far we fixed the degeneracy direction by rescaling
the temperature spectrum, fixing ATT , accordingly to the variation
of ⌧ in the likelihood sampling. Here we let As free to vary. The re-
sults from the simulations, using the Planck-100⇥Planck-143 full
oHL likelihood are summarized in Table 3 and Fig. 13. They show
the 2D histogram of the best fit values for the whole set of sim-
ulations in the ⌧-As projection. The full oHL likelihood correctly
recovers the inputs values for ⌧ and As as well as error bars com-
patible with the MC dispersion.
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Figure 9. Distribution of ⌧̃ = arg maxL for the analytic full-sky based like-
lihood (top), for the analytical parametrization based on the Edgeworth ex-
pansion (middle) and for the oHL likelihood (bottom) on each cross-spectra
on E-modes on 80% of the sky

oEE
` , oBB

` to the diagonal elements of the C` matrix as defined in
Eq. (17).

6.1 Constraints on ⌧

Firstly, we study the impact of including the T,E,B cross-spectra
and their correlations on the estimation of the optical depth to reion-
ization ⌧, compared to the single-field EE analysis described in the
previous section Sect. 5. The sky fraction is fsky = 0.8 and the mul-
tipole range used is ` = [2, 20]. As shown in Fig. 11 and Table 2,
the combined analysis give unbiased results on the estimation of ⌧.
As expected, adding the temperature and the tensor modes and all
the possible correlations gives results very close to the single-field
EE analysis since the relevant physical information related to ⌧ is
essentially encoded in the EE-spectra. However, the full tempera-
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Figure 10. The plots show the e↵ect of changing the o↵sets amplitude by a
factor of two on the posterior distribution of the ⌧ parameter. The top panel
refers to the WMAP⇥Planck-70 cross-spectra, while the bottom panel to the
Planck-100⇥Planck-143 cross-spectra,

ture and polarization analysis leads to a slight improvement in the
estimation of the ⌧ error bars, which is of about a few percent for
the Planck-100⇥Planck-143 analysis.

We compare the ⌧ posterior distribution of the oHL likelihood
to the one from the pixel-based likelihood. We implement a pixel-
based likelihood by using a combination of the maps at Planck-100
and Planck-143 from the same simulation set that we used to gener-
ate the Planck-HFI cross-spectra. Both methods are therefore based
on simulations with the same noise characterization. A typical case
is given in Fig. 12. As expected, the oHL likelihood approximation
is slightly sub-optimal with respect to the pixel-based likelihood
which is not an approximation and is build to be statistically opti-
mal. Note however that the error bars obtained with the oHL like-
lihood are comparable with the optimal estimate obtained by using
the pixel-based approach at better than 15%.

Finally, we use the combined oHL likelihood to test the re-
sults with a di↵erent sky cut. We consider a severe cut at 50%
( fsky = 0.5). This is a more complicate case to deal with since
the `-by-` correlations are stronger. Also, the shape of the distri-
butions of the C` estimators at each ` is a↵ected by the smaller
sky coverage, leading to more negative tails. We generate the o↵set
functions for each cross-spectra as described in Sect. 4.2, using our
reference simulations masked at 50%. The results are summarized
in table 2 and in the bottom panel of Fig. 11 that shows the ⌧ pos-
teriors for each of the six cross-spectra. Even in this more complex
case, the oHL likelihood analysis is unbiased. As expected, since
we are considering a smaller sky fraction and non-negligible mul-
tipole correlations, we recover bigger error bars with respect to the
fsky = 0.8 analysis, with a degradation of ' 30% for the Planck-
100⇥Planck-143.
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Figure 11. Validation of the oHL multi-fields likelihood. The plots show
that the oHL likelihood computed combining the T, E and B fields and ac-
counting for both multipole and fields correlations gives unbiased results
on the estimation of the optical depth to reionization parameter ⌧. The top
panel shows the ⌧ posterior for the six di↵erent cross-spectra when 20% of
the sky is masked ( fsky = 0.8), while the bottom panel shows the results
for a bigger mask with fsky = 0.5. The dashed line refers to the input value
⌧ f id = 0.078 used in the simulations.

Figure 12. Comparison of the posterior distributions of the ⌧ parameter ob-
tained with the full temperature and polarization oHL likelihood (blue) and
with the pixel-based likelihood (green). The plot shows a typical example
from the Planck-HFI simulation set.

Table 2. Results on the estimation of the ⌧ parameter with the full tem-
perature and polarization oHL likelihood. The fiducial model used in the
simulation is the Planck 2015 ⇤CDM best fit with ⌧ f id = 0.078. The table
shows the comparison between the estimates obtained with two di↵erent
sky cuts: . the small mask with with fsky = 0.8 and a bigger mask with
fsky = 0.5.

Cross-spectra �⌧ ( fsky = 0.8) �⌧ ( fsky = 0.5)

WMAP⇥Planck-70 0.0108 0.0203

WMAP⇥Planck-100 0.0075 0.0121

WMAP⇥Planck-143 0.0079 0.0116

Planck-70⇥Planck-100 0.0069 0.0105

Planck-70⇥Planck-143 0.0065 0.0101

Planck-100⇥Planck-143 0.0049 0.0069

Table 3. Results of the joint constraints for ⌧-r and ⌧-ln(1010As) obtained
with the full temperature and polarization oHL likelihood. As usual the fidu-
cial model used in the simulations is the ⇤CDM Planck 2015 best fit with
⌧ = 0.078, ln(1010As) = 3.09 and r = 0.1. The results are for the set of
Planck-100⇥Planck-143 cross-spectra simulations with fsky = 0.8.

⌧ � ln(1010As)

⌧best f it �⌧ (ln(1010As))best f it �(ln(1010As))

0.0770 0.0050 3.0632 0.0750

⌧ � r

⌧best f it �⌧ rbest f it �r

0.0777 0.0049 0.0703 0.0794

6.2 Joint estimation of ⌧, r and As

Using the full combined analysis, we can construct multi-
dimensional constraints on parameters. In particular, we focus on
the correlations between the optical depth and the amplitude of
the scalar fluctuations As and between the optical depth and the
tensor-to-scalar ratio r which are relevant for the future analysis of
CMB data at large angular scales from e.g. Planck. In both cases we
perform the full analysis using the Planck-100⇥Planck-143 spec-
tra which corresponds to the lowest noise frequency combination
and it can be used to make realistic forecasts for current and future
CMB experiments. We consider a sky cut with fsky = 0.8.

6.2.1 Joint estimation of ⌧ and As

Using the temperature power spectrum only, As and ⌧ are strongly
degenerated. Indeed, the amplitude of the first acoustic peak of the
CMB temperature power spectrum directly measures ATT = Ase�2⌧.
Using polarization data at large angular scale helps breaking this
degeneracy. So far we fixed the degeneracy direction by rescaling
the temperature spectrum, fixing ATT , accordingly to the variation
of ⌧ in the likelihood sampling. Here we let As free to vary. The re-
sults from the simulations, using the Planck-100⇥Planck-143 full
oHL likelihood are summarized in Table 3 and Fig. 13. They show
the 2D histogram of the best fit values for the whole set of sim-
ulations in the ⌧-As projection. The full oHL likelihood correctly
recovers the inputs values for ⌧ and As as well as error bars com-
patible with the MC dispersion.
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Figure 11. Comparison of the posterior distributions of the ⌧ parameter ob-
tained with the full temperature and polarization oHL likelihood (blue) and
with the pixel-based likelihood (green). The plot shows a typical example
from the Planck-HFI simulation set.

Table 2. Results on the estimation of the ⌧ parameter with the full tempera-
ture and polarization oHL likelihood. The fiducial model used in the simu-
lation is the Planck-2015⇤CDM best fit with ⌧ f id = 0.078. The table shows
the comparison between the estimates obtained with two di↵erent sky cuts:
the small mask with with fsky = 0.8 and a bigger mask with fsky = 0.5.

Cross-spectra �⌧ ( fsky = 0.8) �⌧ ( fsky = 0.5)

WMAP⇥Planck-70 0.0108591 0.0202779

WMAP⇥Planck-100 0.00753973 0.0121223

WMAP⇥Planck-143 0.00765798 0.011630

Planck-70⇥Planck-100 0.00701422 0.0105036

Planck-70⇥Planck-143 0.00688065 0.0100763

Planck-100⇥Planck-143 0.00506447 0.00687650

timal. Note however that the error bars obtained with the oHL like-
lihood are comparable with the optimal estimate obtained by using
the pixel-based approach at better than 15%.

Finally, we use the combined oHL likelihood to test the re-
sults with a di↵erent sky cut, as we want to ensure the unbiased-
ness of the oHL method in the case of a larger mask. As shown in
table 2 and in the right panel of Fig. 10 the oHL likelihood analy-
sis performed applying a bigger mask with fsky = 0.5 (50% of the
sky) gives unbiased results. As expected, since we are considering a
smaller sky fraction and non-negligible multipole correlations, we
recover bigger error bars with respect to the fsky = 0.8 analysis,
with a degradation of ' 30% for the Planck-100⇥Planck-143.

6.2 Joint estimation of ⌧, r and As

The main interest of the full combined analysis relies on the pos-
sibility of joint estimates of parameters. Of particular interest for
the CMB analysis at low-` are the joint estimates of the ⌧, r and
As parameters. To this purpose we tested on simulations two com-
binations, relevant for the future analysis of CMB data at large an-
gular scales from e.g. Planck: the ⌧ � r joint estimation and the
⌧-As joint estimation. In both cases we perform the full analysis by
using the simulations of the Planck-100⇥Planck-143spectra since
this corresponds to the most interesting frequencies combination
with the lowest noise and it can be used to make realistic forecasts

Table 3. Results of the joint constraints for ⌧-r and ⌧-ln(1010As) obtained
with the full temperature and polarization oHL likelihood. As usual the
fiducial model used in the simulations is the ⇤CDM Planck-2015 best fit
with ⌧ f id = 0.078 and ln(1010(As) f id) = 3.09. For r the fiducial value is
r f id = 0.1.

⌧ � r

⌧best f it �⌧ rbest f it �r

0.0772727 0.00492517 0.0971194 0.0814614

⌧ � ln(1010As)

⌧best f it �⌧ (ln(1010As))best f it �(ln(1010As))

0.0775020 0.00501646 3.08478 0.0757020

for current and future CMB experiments. We consider a sky cut
with fsky = 0.8.

6.2.1 Joint estimation of ⌧ and r

As shown in Fig. 2, since the amplitude of the reionization bump
in the B-modes spectrum depends on how the reionization process
proceeded and lasted, the B-modes spectrum at low-` depends on
the ⌧ parameter. In particular, the amplitude of the B-modes spec-
trum at the reionization bump scales with ⌧2: CBB

`<20(⌧) / ⌧2CBB
`<20.

As the amplitude of the B-modes spectrum of course also depends
on the amount of the primordial tensor perturbations, there is a de-
generacy between the ⌧ and r parameters. We compute the joint
⌧ � r constraints with the full oHL likelihood on 2000 simulations
of the Planck-100⇥Planck-143cross-spectra with an input cosmol-
ogy corresponding to the Planck -2015 best fit for the base ⇤CDM
parameters with ⌧ f iducial = 0.078 and a fiducial tensor-to-scalar ratio
of: r f iducial = 0.1. The multipole range used is, as usual, ` = [2, 20]

The results of the oHL likelihood sampling on the whole set
of simulations are summarized in Table 3 and Fig. 12 that repre-
sents the projection in the ⌧� r of the oHL posterior, from which is
clear that we obtain unbiased estimates for both parameters ⌧ and
r. As regarding the error bars, the forecasted 1�� error for ⌧ in the
case of the highest resolution channels of a Planck-like experiment
is �100⇥143

⌧ = 0.0049. Note however that, for the multipole range
considered, we find �100⇥143

r = 0.09, meaning that the constraining
power for the tensor-to-scalar ratio from the reionization bump only
is somewhat worst than previous forecasts for a Planck-like exper-
iment (e.g. (Efstathiou & Gratton 2009)). This can be explained
by the fact that we work in a lower reionization scenario with re-
spect to the previous analysis, implying a suppression of ' a factor
of two in the amplitude of the reionization bump in the B-modes
spectrum. Also, more importantly, in our simulations we consider a
correlated noise model. This noise characterization, which is more
realistic with respect to the simpler white noise modeling used in
previous analysis, implies a rising of the noise level at low multi-
poles due to the 1/ f noise correlations (see Fig. 2). Therefore, in
particular in the case of a low signal scenario, the correlated noise
at large scales can eventually dominate over the cosmic variance in-
ducing a worsening of the constraining power proportional on how
steep is the rising of the correlated noise at low multipoles.

6.2.2 Joint estimation of ⌧ and As

Finally we want to quantify the impact on the ⌧ constraints obtained
so far of the joint analysis of ⌧ and the amplitude of the primordial
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Figure 11. Validation of the oHL multi-fields likelihood. The plots show
that the oHL likelihood computed combining the T, E and B fields and ac-
counting for both multipole and fields correlations gives unbiased results
on the estimation of the optical depth to reionization parameter ⌧. The top
panel shows the ⌧ posterior for the six di↵erent cross-spectra when 20% of
the sky is masked ( fsky = 0.8), while the bottom panel shows the results
for a bigger mask with fsky = 0.5. The dashed line refers to the input value
⌧ f id = 0.078 used in the simulations.

Figure 12. Comparison of the posterior distributions of the ⌧ parameter ob-
tained with the full temperature and polarization oHL likelihood (blue) and
with the pixel-based likelihood (green). The plot shows a typical example
from the Planck-HFI simulation set.

Table 2. Results on the estimation of the ⌧ parameter with the full tem-
perature and polarization oHL likelihood. The fiducial model used in the
simulation is the Planck 2015 ⇤CDM best fit with ⌧ f id = 0.078. The table
shows the comparison between the estimates obtained with two di↵erent
sky cuts: . the small mask with with fsky = 0.8 and a bigger mask with
fsky = 0.5.

Cross-spectra �⌧ ( fsky = 0.8) �⌧ ( fsky = 0.5)

WMAP⇥Planck-70 0.0108 0.0203

WMAP⇥Planck-100 0.0075 0.0121

WMAP⇥Planck-143 0.0079 0.0116

Planck-70⇥Planck-100 0.0069 0.0105

Planck-70⇥Planck-143 0.0065 0.0101

Planck-100⇥Planck-143 0.0049 0.0069

Table 3. Results of the joint constraints for ⌧-r and ⌧-ln(1010As) obtained
with the full temperature and polarization oHL likelihood. As usual the fidu-
cial model used in the simulations is the ⇤CDM Planck 2015 best fit with
⌧ = 0.078, ln(1010As) = 3.09 and r = 0.1. The results are for the set of
Planck-100⇥Planck-143 cross-spectra simulations with fsky = 0.8.

⌧ � ln(1010As)

⌧best f it �⌧ (ln(1010As))best f it �(ln(1010As))

0.0770 0.0050 3.0632 0.0750

⌧ � r

⌧best f it �⌧ rbest f it �r

0.0777 0.0049 0.0703 0.0794

6.2 Joint estimation of ⌧, r and As

Using the full combined analysis, we can construct multi-
dimensional constraints on parameters. In particular, we focus on
the correlations between the optical depth and the amplitude of
the scalar fluctuations As and between the optical depth and the
tensor-to-scalar ratio r which are relevant for the future analysis of
CMB data at large angular scales from e.g. Planck. In both cases we
perform the full analysis using the Planck-100⇥Planck-143 spec-
tra which corresponds to the lowest noise frequency combination
and it can be used to make realistic forecasts for current and future
CMB experiments. We consider a sky cut with fsky = 0.8.

6.2.1 Joint estimation of ⌧ and As

Using the temperature power spectrum only, As and ⌧ are strongly
degenerated. Indeed, the amplitude of the first acoustic peak of the
CMB temperature power spectrum directly measures ATT = Ase�2⌧.
Using polarization data at large angular scale helps breaking this
degeneracy. So far we fixed the degeneracy direction by rescaling
the temperature spectrum, fixing ATT , accordingly to the variation
of ⌧ in the likelihood sampling. Here we let As free to vary. The re-
sults from the simulations, using the Planck-100⇥Planck-143 full
oHL likelihood are summarized in Table 3 and Fig. 13. They show
the 2D histogram of the best fit values for the whole set of sim-
ulations in the ⌧-As projection. The full oHL likelihood correctly
recovers the inputs values for ⌧ and As as well as error bars com-
patible with the MC dispersion.
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Figure 13. 2D-distribution of the maximum likelihood for (⌧-r) and (⌧-As). The plot shows the joint constraints obtained with the full temperature and
polarization oHL likelihood on 2000 simulations of the Planck-100⇥Planck-143 cross-spectra.

best fit for the base⇤CDM parameters with ⌧ = 0.078 and a tensor-
to-scalar ratio of r = 0.1. The multipole range used is, as usual,
` = [2, 20]. The results of the oHL likelihood sampling on simula-
tions are summarized in Fig. 13 that represents the posterior in the
⌧-r plane from the oHL and from which we can see no bias for both
parameters ⌧ and r. As regarding the error bars, the forecasted 1�
error for ⌧ in the case of the highest resolution channels of a Planck-
like experiment is �100⇥143

⌧ = 0.0051. For the tensor-to-scalar ratio
in the multipole range considered, we find �100⇥143

r = 0.09. Note
that in our analysis, we consider a correlated noise model. This
noise characterization, which is more realistic with respect to a sim-
pler white noise modeling, implies a rising of the noise level at low
multipoles due to the 1/ f noise correlations (see Fig. 2). Therefore,
in particular in the case of a low signal scenario, the correlated noise
at large scales can eventually dominate over the cosmic variance in-
ducing a worsening of the constraining power proportional on how
steep is the rising of the correlated noise at low multipoles.

7 CONCLUSIONS

In this paper we presented a new approach for the analysis of the
CMB polarization data at large angular scales. This approach is
based on the extension of a cross-spectra based likelihood at low
multipoles. Using cross-spectra with respect to the auto-spectra
and, in general, to the pixel based approach used so far in the
CMB analysis at large angular scales, has many advantages, in
particular in the case of a realistic CMB experiment that account
for anisotropic noise and a sky cut needed to minimize the fore-
ground contamination. In fact, by using cross-frequency/cross-
dataset CMB spectra, the noise biases and the systematics specific
to a given frequency/dataset are removed. Also, the possible fore-
ground residuals can be minimized and disentangled and the infor-
mation encoded in di↵erent frequencies/datasets can be combined
e�ciently.

In order to solve for the issue that the cross-spectra estimators
are non-Gaussian at low multipoles, we built two di↵erent types of
cross-spectra based likelihoods. The first type relies on the analyti-
cal parametrization of the estimator distribution which can be used
as a quick solution in the case of a single field analysis with small
sky cuts so that correlations can be safely neglected. The second

type (oHL) is a more general likelihood defined from the modi-
fication of the method described in Hamimeche & Lewis (2008)
and based on approximations of the statistic of cross-spectra at low
multipoles. The oHL likelihood can easily handle the correlation
between CMB modes (TT , EE, BB, T E as well as T B and EB)
and between multipoles and gives error bars less than 15% larger
than the optimal pixel-based method.

We generated di↵erent sets of simulations that we used to con-
struct and validate the likelihoods, proving that all the methods are
unbiased and can accurately constrain the cosmological parameters
relevant for the CMB analysis at large angular scales: the optical
depth to reionization parameter, ⌧, the tensor-to-scalar ratio param-
eter, r and the amplitude of the primordial scalar perturbations As.

Our CMB simulations account for anisotropic correlated
noise, beam, mask with the characteristic of a realistic CMB exper-
iment as WMAP and Planck. In order to validate our likelihoods for
di↵erent noise levels, we generated simulations for cross-frequency
spectra with di↵erent resolution, from the lowest, WMAPxPlanck-
70, to highest, i.e. Planck-100xPlanck-143. Optimal foreground
cleaning is beyond the scope of this paper but foreground resid-
uals, in particular synchrotron and dust, must be quantified in a
realistic CMB analysis. In this paper we work with cleaned CMB
maps but we account and propagate the uncertainties related to the
foregrounds removal by using in our simulations realistic estimates
derived from public data. The correlated noise term that we include
in the simulations in fact is drown from real data and can be taken
as a good proxy for a realistic combination of noise, systematics
and foregrounds residuals, in particular at low multipoles.

The cross-spectra likelihood approach presented in this paper
is a powerful and e�cient tool for the analysis of the CMB data at
large angular scales. It allows to minimize the impact of the experi-
mental residual systematics (from both instruments and foreground
contamination) while providing nearly-optimal constraints on the
estimation of the ⌧, r and As cosmological parameters.
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   This has important implications:!
• CMB consistent with a fully reionized Universe at z ∼ 6    
    (more details in Matthieu’s talk ) 
• in better agreement with recent astrophysical constraints 
• More challenging to detect the B-modes at large scales!
•  Improved preliminary Planck measurements of the B-modes at 

large scales with 100GHzx143GHz 

Planck at large scales take away message 

The Planck collaboration: “Improved large angular scale polarization data 
and the reionization optical depth”, to be submitted A&A  

 The Planck collaboration: “Reionization history constraints from Planck”, 
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 Preliminary Planck results points to a significantly lower value 
for the reionization optical depth.
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  Statistical methods [Mangilli, Plaszczynski, Tristram. MNRAS 2015] 
   Preliminary Planck HFI results 

!
 Future prospects & conclusions

OUTLINE

Anna Mangilli (IAS) - IPMU - 14th December 2015



0

0,045

0,09

0,135

0,18

WMAP1 WMAP3 WMAP5 WMAP7 Planck2015 Planck2015+

Future prospects: E-modes

The τ history

τ

•   The lower the τ value, the more difficult also for 
future experiments to detect features in the E-
modes reionization bump to constrain e.g. 
evolution of reionization/non-standard energy 
injections  

•   More precision on τ, improved constraints on 
cosmological parameters (As, Σmν, …)
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Allison et al 2015



E-modes MC simulations 100x140 LiteBIRD, 
80% of the sky, l=[2,20], τfid=0.06 
oHL likelihood (Mangilli et al. MNRAS 2015)

σ(τ) ~ 0.0035 
Further improvements: combination of different cross-spectra and datasets 
Significant improvement with respect to current constraint

Tau bf (max fit), mask= 20pc
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Fit: tau=0.0588352 +/- 0.00338381
mean= 0.0591542
sigma(tau)= 0.00361192
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Future prospects: E-modes



Future prospects: B-modes
BB variance 100x140 LITEBird: solid=Fisher, dashed=sims. Mask=20
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sigma BB: Fisher (solid), Xpol sims (dashed)

Variance MC sims LiteBIRD, 100GHzx140GHz, r=0, fsky=0.8
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• B-modes MC sims (r=0) 
• LiteBIRD 100x140 
• 80% sky 
• oHL likelihood (Mangilli 

et al. MNRAS 2015)

l=[2,300]

l=[30,300]
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Fit: r=8.75470e-06 +/- 0.000498531
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Fit: r=-0.000566526 +/- 0.00314477

Including B-modes at large angular scales:  
better constraints!
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Not de-lensed



In preparation: !
Montier, Aumont, Boulanger et al. to be submitted 2015!
Mangilli, Aumont, Tristram, Grain et al., in prep 2016 !
!

• MC simulations with polarized dust (turbulent component included) 
• Full likelihood analysis including large scales (oHL likelihood, l=[2,300]) 
• Cross-spectra based analysis for different combinations of datasets

Precise modelling of the foreground is crucial !
Realistic forecasts must include accurate description of the 

polarized dust contribution
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Conclusions

B-modes & primordial tensor modes (r):"
• For the moment preliminary HFI results: good indications that major   

systematics are under control 
• Including the large scales greatly improve the constraints (not from ground:   

need the full sky) 
• Caveat: correct modelling of the dust polarization must be precisely   

included to have realistic forecasts and correct interpretation

E-modes & reionization history (τ):"
• New preliminary Planck constraints point to significantly lower value of the   

reionization optical depth parameter τ 
• Better agreement with astrophysical data   
• Measurements from B-modes at large angular scales more challenging   
• Significant improvement expected from future space missions as LiteBIRD  

Improved large scales polarization results from Planck out soon! 
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Cross-spectra based likelihood integrated in Planck analysis
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Thank you!
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