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ΛCDM: Our dark Universe

95% of the Universe is “beyond the Standard Model” physics!
Image: Planck / ESA / NASA



ΛCDM: a remarkably successful theory on large scales
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• CDM is well-tested on large scales; smaller-scale tests are much harder 

• All data seem to be consistent with dark matter behaving as a cold, 
collisionless particle (WIMP) ..... 

• .... however, all attempts to detect these particles non-gravitationally 
have been unsuccessful 

• Dark energy: makes dark matter seem well-understood

Before we go congratulating ourselves too much....

Testing the ΛCDM model in the highly non-linear regime is 
essential for understanding the nature of dark matter
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Dwarf Galaxies

 Testing ΛCDM on small(er) scales



Constraining particle physics through astrophysics
• Early 1980s: standard model neutrinos ruled out as dominant DM 

component via observations of galaxy clustering  

• Mid-1980s: agreement between observed and simulated universes led 
to support for CDM models, provided early hints for cosmological 
constant 

• Mid-1990s: structure in Lyman-alpha forest ruled out then-popular C
+HDM models 

• Can history repeat itself? Looking at the smallest, densest remnants 
of structure formation is likely to be most fruitful in discriminating 
between standard CDM and alternative dark matter models. 

‣ earliest-collapsing, densest DM structures 

‣ most baryon-deficient DM structures: observed baryons make up 
1%-0.001% (or less?) of total mass of system



Image credit: H. Wang

Large Magellanic Cloud: ~10x fainter than the Milky Way 



Image credit: Celestial Image Co.

Fornax: 1,000x fainter

Image credit: J. Moore

Draco: 100,000x fainter



Image credit: M. Geha

Segue I: 100,000,000x fainter than the Milky Way



Image credit: M. Geha

Segue I: 100,000,000x fainter than the Milky Way



Aquarius project: Springel et al. (2008) 
see also Via Lactea II, GHalo simulations (Diemand, Kuhlen, Madau; Stadel et al.)

ΛCDM predictions for galactic scales:

(3) vast spectrum of substructure
(2) cuspy (sub)halo profiles
(1) hierarchical formation



ΛCDM: abundant, self-similar structure to very low masses

This is a DIRECT consequence of the assumption 
that dark matter is cold and collisionless



Resolving Galactic Substructure The Aquarius Project 1695

Figure 9. Cumulative subhalo abundance as a function of maximum sub-
halo circular velocity. The top panel shows the raw measurements from the
simulations, while in the bottom panel, we have applied the correction of
equation (10) to compensate approximately for the impact of the gravita-
tional softening on Vmax. We show results for five simulations of the Aq-A
halo carried out with differing mass resolution. The dashed line is the fitting
function given for their own simulations by Reed et al. (2005), which also
accurately matches the result for the ‘Via Lactea I’ simulation (Diemand
et al. 2007a). This is clearly inconsistent with our own data.

showing that we are really seeing the same subhaloes, and that
they are reproduced with the same maximum circular velocity in
all the simulations. This suggests that we are also achieving good
convergence for the internal structure of individual subhaloes, an
issue that we will investigate further below.

However, it is worth noting that the individual measurements
for the velocity functions peel away from their higher resolution
counterparts comparatively early at low velocities, which suggests
worse convergence than found for the subhalo mass functions at
the low-mass end. This behaviour can be understood as an effect
of the gravitational softening length ϵ, which lowers the maximum
circular velocities of subhaloes for which rmax is not much larger
than ϵ. To estimate the strength of this effect, we can imagine that
the gravitational softening for an existing subhalo is adiabatically

lowered from ϵ to zero. The angular momentum of individual par-
ticle orbits is then an adiabatic invariant. Assuming for simplicity
that all particles are on circular orbits, and that the gravitational
softening can be approximated as a Plummer force with softening
length ϵ, the expected change of the maximum circular velocity is
then

V ′
max = Vmax [1 + (ϵ/rmax)2]1/2. (10)

In the lower panel of Fig. 9, we plot the cumulative velocity func-
tions for these corrected maximum circular velocities. Clearly, the
measurements line up more tightly down to lower Vmax, demonstrat-
ing explicitly that the convergence in the number of objects counted
as a function of (corrected) circular velocity is in principle as good
as that counted as a function of mass. Note that a similar correction
can also be applied to the measured rmax values. However, for the
remainder of this paper, we focus on the raw measurements from the
simulations without applying a gravitational softening correction.

The dashed line in Fig. 9 shows the fit which Reed et al.
(2005) quote for the subhalo abundance as a function of max-
imum circular velocity in their own simulations, N(>Vmax) =
(1/48)(Vmax,sub/Vmax,host)−3. Diemand et al. (2007a) found this for-
mula to fit the results from their own Via Lactea I simulation very
well. Fig. 9 thus confirms the indication from subhalo mass fractions
that our simulations show substantially more substructure than re-
ported for Via Lactea I. This is particularly evident at lower subhalo
masses which are unaffected by the small number effects which
cause scatter in the abundance of massive subhaloes. With the help
of J. Diemand and his collaborators, we have checked that this abun-
dance difference is not a result of the different subhalo detection
algorithms used in our two projects.

We do not think that this discrepancy can be explained by halo-to-
halo scatter since it is much larger than the variation in substructure
abundance among our own sample of haloes. This is demonstrated
in Fig. 10, which shows the cumulative subhalo abundance dis-
tributions within r50 as a function of maximum subhalo circular
velocity for all our resolution level 2 haloes. We plot subhalo count

Figure 10. Cumulative subhalo abundance as a function of maximum sub-
halo circular velocity in units of the circular velocity of the main halo at
r50. We show results for all six of our haloes at resolution level 2, and in
addition we include our highest resolution result for the Aq-A-1 run. For
comparison, we overplot fitting functions for the Via Lactea I and Via Lactea
II simulations (Diemand et al. 2007a, 2008), appropriately rescaled from a
normalization to Vmax,host to one by V50,host.

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 391, 1685–1711

Springel et al. 2008
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Figure 9. Cumulative subhalo abundance as a function of maximum sub-
halo circular velocity. The top panel shows the raw measurements from the
simulations, while in the bottom panel, we have applied the correction of
equation (10) to compensate approximately for the impact of the gravita-
tional softening on Vmax. We show results for five simulations of the Aq-A
halo carried out with differing mass resolution. The dashed line is the fitting
function given for their own simulations by Reed et al. (2005), which also
accurately matches the result for the ‘Via Lactea I’ simulation (Diemand
et al. 2007a). This is clearly inconsistent with our own data.

showing that we are really seeing the same subhaloes, and that
they are reproduced with the same maximum circular velocity in
all the simulations. This suggests that we are also achieving good
convergence for the internal structure of individual subhaloes, an
issue that we will investigate further below.

However, it is worth noting that the individual measurements
for the velocity functions peel away from their higher resolution
counterparts comparatively early at low velocities, which suggests
worse convergence than found for the subhalo mass functions at
the low-mass end. This behaviour can be understood as an effect
of the gravitational softening length ϵ, which lowers the maximum
circular velocities of subhaloes for which rmax is not much larger
than ϵ. To estimate the strength of this effect, we can imagine that
the gravitational softening for an existing subhalo is adiabatically

lowered from ϵ to zero. The angular momentum of individual par-
ticle orbits is then an adiabatic invariant. Assuming for simplicity
that all particles are on circular orbits, and that the gravitational
softening can be approximated as a Plummer force with softening
length ϵ, the expected change of the maximum circular velocity is
then

V ′
max = Vmax [1 + (ϵ/rmax)2]1/2. (10)

In the lower panel of Fig. 9, we plot the cumulative velocity func-
tions for these corrected maximum circular velocities. Clearly, the
measurements line up more tightly down to lower Vmax, demonstrat-
ing explicitly that the convergence in the number of objects counted
as a function of (corrected) circular velocity is in principle as good
as that counted as a function of mass. Note that a similar correction
can also be applied to the measured rmax values. However, for the
remainder of this paper, we focus on the raw measurements from the
simulations without applying a gravitational softening correction.

The dashed line in Fig. 9 shows the fit which Reed et al.
(2005) quote for the subhalo abundance as a function of max-
imum circular velocity in their own simulations, N(>Vmax) =
(1/48)(Vmax,sub/Vmax,host)−3. Diemand et al. (2007a) found this for-
mula to fit the results from their own Via Lactea I simulation very
well. Fig. 9 thus confirms the indication from subhalo mass fractions
that our simulations show substantially more substructure than re-
ported for Via Lactea I. This is particularly evident at lower subhalo
masses which are unaffected by the small number effects which
cause scatter in the abundance of massive subhaloes. With the help
of J. Diemand and his collaborators, we have checked that this abun-
dance difference is not a result of the different subhalo detection
algorithms used in our two projects.

We do not think that this discrepancy can be explained by halo-to-
halo scatter since it is much larger than the variation in substructure
abundance among our own sample of haloes. This is demonstrated
in Fig. 10, which shows the cumulative subhalo abundance dis-
tributions within r50 as a function of maximum subhalo circular
velocity for all our resolution level 2 haloes. We plot subhalo count

Figure 10. Cumulative subhalo abundance as a function of maximum sub-
halo circular velocity in units of the circular velocity of the main halo at
r50. We show results for all six of our haloes at resolution level 2, and in
addition we include our highest resolution result for the Aq-A-1 run. For
comparison, we overplot fitting functions for the Via Lactea I and Via Lactea
II simulations (Diemand et al. 2007a, 2008), appropriately rescaled from a
normalization to Vmax,host to one by V50,host.

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 391, 1685–1711
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(for Mfs~10-6 M⦿)



V. Springel / Virgo Consortium

>105 identified subhalos in simulations 
Expect 1017 subhalos for WIMP models

12 bright satellites (LV > 105L�)

J. Bullock

ΛCDM vs. the Milky Way, Round 1: Missing Satellites
Klypin et al. 1999, Moore et al. 1999



Number mismatch: can be explained through (1) finding additional ultra-faint 
satellites and (2) galaxy formation processes (supernova feedback, reionization)

ΛCDM vs. the Milky Way, Round 1: Missing Satellites
Klypin et al. 1999, Moore et al. 1999



Aquarius project: Springel et al. (2008)

Standard explanation: 
Most massive substructure ➞ brightest satellites



Aquarius project: Springel et al. (2008)

Standard explanation: 
Most massive substructure ➞ brightest satellites 
less massive substructure ➞ ultra-faint satellites



Aquarius project: Springel et al. (2008)

Standard explanation: 
Most massive substructure ➞ brightest satellites 
less massive substructure ➞ ultra-faint satellites 
remaining substructure: fully suppressed by reionization



Aquarius project: Springel et al. (2008)

Typical dwarf galaxy around Milky Way: 
M★~106 M⦿; σ★≈10 km/s; R1/2 ~ 500 pc

Typical massive subhalo in simulated Milky Way: 
MDM ~1010 M⦿; σDM ~ 20 km/s; Rvir ~ 50 kpc



MBK, Bullock, & Kaplinghat 2011, 2012

Mass profiles of subhalos from N-body simulations

Data from line-of-sight 
velocities



MBK, Bullock, & Kaplinghat 2011, 2012

Mass profiles of subhalos from N-body simulations

Data from line-of-sight 
velocities

Mass profiles from 
Aquarius project 
(1 of 6 such simulations)



MBK, Bullock, & Kaplinghat 2011, 2012

????

Missing the biggest substructure?



Brightest Milky Way satellites: why so low mass?
4 M. Boylan-Kolchin, J. S. Bullock and M. Kaplinghat

the largest samples of spectroscopically confirmed member
stars to resolve the dynamics at r1/2. The census of these
bright dwarfs is also likely complete to the virial radius of
the Milky Way (⇤ 300 kpc), with the possible exception of
yet-undiscovered systems in the plane of the Galactic disk;
the same can not be said for fainter systems (Koposov et al.
2008; Tollerud et al. 2008). Finally, these systems all have
half-light radii that can be accurately resolved with the high-
est resolution N -body simulations presently available.

The Milky Way contains 10 known dwarf spheroidals
satisfying our luminosity cut of LV > 105 L�: the 9 clas-
sical (pre-SDSS) dSphs plus Canes Venatici I, which has a
V -band luminosity comparable to Draco (though it is sig-
nificantly more spatially extended). As in BBK, we remove
the Sagittarius dwarf from our sample, as it is in the pro-
cess of interacting (strongly) with the Galactic disk and is
likely not an equilibrium system in the same sense as the
other dSphs. Our final sample therefore contains 9 dwarf
spheroidals: Fornax, Leo I, Sculptor, Leo II, Sextans, Ca-
rina, Ursa Minor, Canes Venatici I, and Draco. All of these
galaxies are known to be dark matter dominated at r1/2
(Mateo 1998): Wolf et al. (2010) find that their dynamical
mass-to-light ratios at r1/2 range from ⇤ 10� 300.

The Large and Small Magellanic Clouds are dwarf ir-
regular galaxies that are more than an order of magnitude
brighter than the dwarf spheroidals. The internal dynamics
of these galaxies indicate that they are also much more mas-
sive than the dwarf spheroidals: Vcirc(SMC) = 50�60 km s�1

(Stanimirović et al. 2004; Harris & Zaritsky 2006) and
Vcirc(LMC) = 87 ± 5 km s�1 (Olsen et al. 2011). Abun-
dance matching indicates that galaxies with luminosities
equal to those of the Magellanic Clouds should have Vinfall ⌅
80 � 100 km s�1 (BBK); this is strongly supported by the
analysis of Tollerud et al. (2011). A conservative estimate
of subhalos that could host Magellanic Cloud-like galaxies
is therefore Vinfall > 60 km s�1 and Vmax > 40 km s�1. As in
BBK, subhalos obeying these two criteria will be considered
Magellanic Cloud analogs for the rest of this work.

3 COMPARING �CDM SUBHALOS TO
MILKY WAY SATELLITES

3.1 A preliminary comparison

Density and circular velocity profiles of isolated dark mat-
ter halos are well-described (on average) by Navarro et al.
(1997, hereafter, NFW) profiles, which are specified by two
parameters – i.e., virial mass and concentration, or Vmax

and rmax. Average dark matter subhalos are also well-fitted
by NFW profiles inside of their tidal radii, though recent
work has shown that the 3-parameter Einasto (1965) profile
provides a somewhat better match to the profiles of both
simulated halos (Navarro et al. 2004; Merritt et al. 2006;
Gao et al. 2008; Ludlow et al. 2011) and subhalos (Springel
et al. 2008) even when fixing the Einasto shape parameter
(thereby comparing models with two free parameters each).
To connect this work to the analysis of BBK, Figure 1 com-
pares the measured values of Vcirc(r1/2) for the nine bright
MW dSphs to a set of dark matter subhalo rotation curves
based on NFW fits to the Aquarius subhalos; the shaded
bands show the 1� scatter from the simulations in rmax at

Figure 1. Observed Vcirc values of the nine bright dSphs
(symbols, with sizes proportional to log LV ), along with ro-
tation curves corresponding to NFW subhalos with Vmax =
(12, 18, 24, 40) km s�1. The shading indicates the 1� scatter in
rmax at fixed Vmax taken from the Aquarius simulations. All of
the bright dSphs are consistent with subhalos having Vmax ⇥
24 km s�1, and most require Vmax � 18 km s�1. Only Draco, the
least luminous dSph in our sample, is consistent (within 2�) with
a massive CDM subhalo of ⇤ 40 km s�1 at z = 0.

fixed Vmax. More detailed modeling of subhalos’ density pro-
files will be presented in subsequent sections.

It is immediately apparent that all of the bright dSphs
are consistent with NFW subhalos of Vmax = 12�24 km s�1,
and only one dwarf (Draco) is consistent with Vmax >
24 km s�1. Note that the size of the data points is pro-
portional to galaxy luminosity, and no obvious trend exists
between L and Vcirc(r1/2) or Vmax (see also Strigari et al.
2008). Two of the three least luminous dwarfs, Draco and
Ursa Minor, are consistent with the most massive hosts,
while the three most luminous dwarfs (Fornax, Leo I, and
Sculptor) are consistent with hosts of intermediate mass
(Vmax ⌅ 18 � 20 km s�1). Each of the Aquarius simulations
contains between 10 and 24 subhalos with Vmax > 25 km s�1,
almost all of which are insu⇥ciently massive to qualify as
Magellanic Cloud analogs, indicating that models populat-
ing the most massive redshift zero subhalos with the bright-
est MW dwarfs will fail.

3.2 Assessing the consistency of massive �CDM
subhalos with bright Milky Way satellites

The analysis in Sec. 3.1, based on the assumption that sub-
halos obey NFW profiles, is similar to the analysis presented
in BBK. On a case-by-case basis, however, it is possible that
subhalos may deviate noticeably from NFW profiles. Conse-
quently, the remainder of our analysis is based on properties
of subhalos computed directly from the raw particle data. We
employ a correction that takes into account the unphysical

c� 2011 RAS, MNRAS 000, 1–17

Bright dSphs around MW: 
Mhalo = 108 -109 Msun 

Biggest predicted satellites: 
Mhalo ~ 1010 Msun 

Same behavior in M31, 
Local Group, and low-z 
Universe more broadly
(Tollerud, MBK, Bullock 2014; 
Garrison-Kimmel, MBK et al. 2014; 
Papastergis et al. 2014)

MBK, Bullock, & Kaplinghat 2011, 2012



The “too big to fail” problem
• It is easy to make models that reproduce the luminosity function of Milky 

Way satellite galaxies 

• It is easy to find dark matter subhalos that match the observed 
kinematics of the Milky Way satellites 

• It does not seem possible to match both the luminosity function 
and structure (kinematics) at the same time 

‣ Models that match the luminosity function: Vcirc ~ 30-60 km/s 

‣ Models that match the kinematics: Vcirc ~ 12-25 km/s 

• There is a basic problem with our understanding of galaxy formation or 
cosmology / dark matter physics on small scales

MBK, Bullock, & Kaplinghat 2011, 2012



From CDM to observations

Observations of MW satellites: 
Pointing to a problem with CDM-
only predictions for densities on 
small scales (0.1-1 kpc)

need ~50% less dark matter 
mass in the inner 500 pc — 
reduce amplitude or change 
shape of density profile



Related issue (?): density profile of MW dwarf galaxies

Cusps or cores in MW satellites? Disagreement among different 
groups using different methods on same data sets

Battaglia et al. 2008, Strigari et al. 2010, Walker et al. 2011, Breddels & Helmi 2012, Jardel & Gebhart 2012, …

⇢(r) /
✓

r

r0

◆�↵

(r ⌧ r0)

↵ = 0 or ↵ = 1???

Note: “Too Big to Fail” issue is 
independent of density profiles 
of dwarfs, but cores in MW 
dwarfs would likely solve Too 
Big to Fail



From CDM to observations

Observations of MW satellites: 
Pointing to a problem with CDM-
only predictions for densities on 
small scales (0.1-1 kpc)

need ~50% less dark matter 
mass in the inner 500 pc — 
reduce amplitude or change 
shape of density profile

Possible culprits: baryonic 
feedback, dark matter physics



Adding Baryons
Simple picture: baryons are only 20% of matter budget; stars are <<1% 
of DM mass in smallest galaxies, so baryons are unimportant 

But: (1) baryons can cool radiatively, collect at center of DM halos, 
amplifying effects, and (2) energy and momentum input from stars may be 
important even in the lowest mass systems. 

Examples:  
(i) get 1 type II supernova for every 100 Msun of stars formed; dumps 1051 
ergs of energy into surrounding ISM 
(ii) first stars and galaxies produce background of energetic photons, 
raising temperature of intergalactic gas throughout the Universe



Adding baryons — why is this still under debate?
Collisionless simulations: exact solution to an approximate problem 

Hydrodynamical simulations: approximate solutions to full problem 

‣ How much energy from a single supernova explosion couples to gas in galaxy? 
All simulations must make a choice for this (not unique) 

‣ How important is radiation pressure versus thermal or kinetic energy? 

‣ What physics is important? Cosmic rays? Magnetic fields? 

‣ Inherently limited by spatial and temporal resolution — how do we treat 
processes on smaller length and time scales than we resolve? 

• All simulations require parameter choices and approximations



Adding Baryons
Large-Scale Simulations: hydrodynamic simulations are 10 years 
behind dark-matter-only simulations at fixed particle number.

Hydrodynamic
Dark M

atte
r Equivalently, hydrodynamic 

simulations use 100x fewer 
particles than dark-matter-
only simulations for identical 
system at a given time.



Adding Baryons
Zoom-in Simulations: State-of-the-art simulations of the Milky Way 
represent gas with particles of 104-105 Msun, spatial scales of ~40 pc. 
Galaxy formation physics is still largely phenomenological at this level.  

For dwarf galaxies, gas particles represent ~100 Msun at present, resolve 
spatial scales of ~1 pc. Getting more realistic, but still far from ideal.

M I C H A E L  B O Y L A N - K O L C H I N

Perhaps the greatest triumph of modern 
cosmology is that a model with only six 
parameters can explain the vast majority  

of observational data from the first minutes  
of the Universe to the present day1. This stand-
ard model posits that 95% of the Universe 
today is composed of enigmatic ‘dark matter’ 
and ‘dark energy’. Paradoxically, modelling 
the dynamics of the remaining 5% — normal, 
‘baryonic’ matter — has proved to be the more 
challenging task. On page 177 of this issue, 
Vogelsberger et al.2 describe a numerical sim-
ulation of the formation of cosmic structure 
that captures both the large-scale distribution 
of baryonic material and its properties in indi-
vidual galactic systems through cosmic time.

Tracking the evolution of baryonic matter  
is a daunting undertaking because of the huge 
range of physical scales involved in the pro-
cesses that shape galaxies and larger structures 
(Fig. 1). To cover a representative portion of 
the Universe, cosmologists must study cosmic 
volumes that are at least 100 million parsecs 
(326 million light years) across. By contrast, 
the natural scale of star formation is approxi-
mately 1 parsec, and accretion of gas by super-
massive black holes occurs on even smaller 
scales. Numerical simulations have long been 
the tool of choice for tackling these problems. 
But even with the most powerful supercom-
puters, it has been impossible to run a simu-
lation large enough to model the large-scale 

distribution of gas, stars and dark matter while 
keeping sufficient detail to accurately capture  
individual galaxies. It turns out that simulating 
the Universe can be a difficult endeavour.

Vogelsberger and colleagues attack this  
problem from all sides. Their simulation — 
named Illustris — incorporates more than 
10 billion individual cells to represent the gas in 
the simulation volume; this is nearly a tenfold 
increase on its predecessors. The numerical 
code3 used to perform their simulation employs 
a new approach, based on an unstructured 
and adaptive computational mesh that follows 
fluid flows, to solve the equations that describe 
the time evolution of baryonic matter within  
cosmic structures. And finally, the physical 
phenomena included in the simulation are rich 
and complex: the authors consider gas cooling, 
stellar evolution, energy input from supernova 
explosions, production of chemical elements, 
and gas accretion by super massive black holes 
(along with accompanying radiative feedback), 
to list just a few.

If this all sounds somewhat complicated, 
do not be fooled: it is extremely complicated. 
Many of these processes are not understood 
from first principles, and they interact in com-
plex, nonlinear ways. Additionally, the relevant 
physical scales are often (much) smaller than 
can be directly resolved, even with Illustris. 
This requires computationally efficient mod-
els that accurately encapsulate the underlying 
physics. Running the simulation was therefore 
no mean feat: it took approximately 16 million 

CPU (central processing unit) hours. The end 
result, however, is a simulated Universe that 
looks an awful lot like the real one.

A mock observation of Illustris set to mimic 
the Hubble Ultra Deep Field4, the deepest pic-
ture of the cosmos ever taken, can easily pass for 
the real thing when the two are viewed side by 
side (see Fig. 1b, c of the paper2). Images of gal-
axies from the simulation are also impressively 
realistic (see Fig. 1a of the paper), an accom-
plishment that has previously been possible 
only for simulations of individual galaxies. This 
is not just window dressing: such procedures 
allow direct and meaningful confrontation 
of theory with data. A wide array of quantita-
tive measures agrees with observations of the 
real Universe as well. For example, previous 
generations of simulations had great difficulty 
capturing the observed distribution of elements 
heavier than hydrogen and helium contained 
in stars. Illustris reproduces these observations, 
not just for the Universe as a whole, but also as 
a function of galactic stellar mass. In addition, 
the simulation matches the abundance of these 
heavier elements in dense gas clouds.

Of course, Illustris does not mark the end 
of cosmological simulations of galaxy forma-
tion. Although its computational volume is 
immense, it is not large enough to model the 
formation of rare cosmological objects (for 
example, powerful black holes observed in the 
early Universe). And the level of detail is still 
not fine enough to study the faintest galaxies 
surrounding the Milky Way. Star formation in 
low-mass galaxies occurs earlier and faster in 
Illustris than in the real Universe, a difficulty 
shared by almost all models of galaxy forma-
tion5. However, such issues point the way for 
future advances.

One clear goal for observers and theorists 
alike is to understand in detail the ways in 
which energy and momentum from evolving 
and exploding stars affect the properties of gas 
in and around galaxies6,7. A promising compu-
tational approach is to combine large-volume 

C O S M O L O G Y

A virtual Universe
A numerical simulation of cosmic structure formation reproduces both large- and  
smaller-scale features of a representative volume of the Universe from early in its 
history to the present day. SEE ARTICLE P.177

Figure 1 | The multi-scale nature of galaxy formation. Studying the 
formation of galaxies such as the spiral galaxy Messier 81 (left inset) requires 
simulating their large-scale environments (background image) as well as 
understanding the birthplaces of individual stars (right inset). The scale of the 
background image is approximately 150 million parsecs, and each inset image 
zooms in by a factor of approximately 10,000. It is this huge range in scales that 

makes ab initio modelling of galaxy formation such a challenge. Vogelsberger 
et al.2 were able to simulate a representative volume of the Universe while 
still resolving details for individual galaxies. (Background image: M. Boylan-
Kolchin et al./Max Planck Inst. Astrophys.; left inset: NASA/JPL-Caltech/ESA/
Harvard-Smithsonian CfA; right inset: NASA, N. Walborn & J. Maíz-Apellániz 
(STSI), R. Barbá (La Plata Observatory).)

1 7 0  |  N A T U R E  |  V O L  5 0 9  |  8  M A Y  2 0 1 4

NEWS & VIEWSRESEARCH
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Adding Baryons
Dwarf galaxies + baryons: easing tensions?

Dark matter only

Find cores with R~0.5 kpc 
formed by galaxy formation 
feedback (Pontzen & Governato)  

Caution: results may not be 
converged even in best 
simulations today

with baryons

Onorbe, MBK et al. 2015 



Adding Baryons
Slightly lower mass halo (3x smaller): 

Forged in FIRE 9

Figure 6. Left: The dark matter density profile at z = 0 for the collisionless (black line) and hydrodynamical (red line) runs of the 3 ⇥ 109 M� halo. The
“collisionless” line has been converted to the effective dark matter density by accounting for the fact that a fraction ⌦b/⌦m of each particle is assumed to be
baryonic in these runs. The bottom panel shows the ratio between the two profiles. Right: The same for the Dwarf halo runs, where each hydrodynamical run
is marked by a different style of red line. Grey shaded area marks the region below the convergence radius defined using Power et al. (2003) criteria for the
colissionless run. The vertical black dotted line marks four times the dark matter gravitational softening used in the collisionless runs. Note that the Dwarf late
run has produced a large (⇠ 1 kpc) constant-density core, while the Dwarf early has a dark matter profile that is very similar to the dissipationless simulation
for radii that are well converged. The dark matter in the hydrodynamic Ultrafaint run is identical to that of the dissipationless case.

Figure 7. Time variation in density profiles. The dark matter density profile at z = 3.9 (left figure) and z = 2.2 (right figure) for the collisionless (black)
and hydrodynamical (red lines) runs of the 1 ⇥ 1010 M� halo. Bottom panel shows the ratio between the two profiles. The vertical black dotted line marks
four times the dark matter gravitational softening used in the collisionless runs. Grey shaded area marks the region below the convergence radius defined using
Power et al. (2003) criteria for the colissionless run. Note that, at z = 2.2, Dwarf late has a higher central density than Dwarf early. Late-time star formation
in Dwarf late serves to reduce the dark matter halo’s density in the center by a factor of ⇠ 5 by z = 0 (see right panel of Fig. 6), while Dwarf early has little
star formation subsequent to z = 2.2. Its density profile remains essentially unchanged from z = 2.2 to z = 0.

compared to the collisionless run. However, at z = 2.2, there are
some signs of a decrease in the central dark matter density in the
hydro runs. Interestingly, Dwarf late – which has the largest core
at z = 0 – has the smallest core profile at z = 2.2. Dwarf early
shows almost the opposite trend, owing to the fact that it has had
more star formation by z = 2.2 than the later forming dwarf.

To further explore the evolution of the dark matter density
with time, Figure 8 compares the cumulative star formation his-
tory (dashed curves, normalized to unity at the present day) and the
mass interior to radii of 0.3, 0.75, and 2 kpc relative to the colli-
sionless run as a function of time for Dwarf late (left panel) and
Dwarf early (right panel). In both cases, the early phases of galaxy
formation (z >⇠ 3) result in fluctuations in the inner mass profiles of
these galaxies. After z = 3, when the dark matter assembly of each

halo is essentially complete, Dwarf early forms only a relatively
small amount of stars. This results in at most a slight reduction
in the inner dark matter mass (right panel). Dwarf late, however,
forms more than 50% of its stellar mass after z = 2. Most of the
density reduction also occurs after this phase, pointing to a link
between the final densities of these objects and their late-time star
formation histories. This is consistent with Laporte & Peñarrubia
(2014), who found that cusps can regrow after early core forma-
tion.

Figure 9 further illustrates the correlation between star forma-
tion history and core formation, now with the early and late runs on
the same plot, and using dimensional star formation histories rather
than normalized ones. Specifically, the cumulative star formation
histories of the Dwarf early (green dash) and Dwarf late (red dash)
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Baryonic effects: sensitive to stellar mass
Argues we should look at low-mass systems (M★ ≲106 M⦿) that are 
isolated from environmental effects
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Minimum mass scale for core formation: Mvir~1010 M⦿ (M★ ~ 3x106 M⦿) 
Governato++, Oñorbe++, Penarrubia++, Garrison-Kimmel++, Di Cintio ++, Brooks & Zolotov, …

Baryons have 
little to no effect



A test of the baryonic feedback model?

10 brightest dSphs:  
M★ ~105-107 Msun

Possible test of the baryon 
feedback model:  
Does CVnI (M★ ~105) have a 
~1 kpc core? If not, can tidal 
effects explain its extremely 
low density? 

Gaia proper motions should 
help with the 2nd question



The future: LSST + JWST + 30m telescopes
These observatories will find and characterize isolated, low-mass galaxies 
throughout the nearby Universe

Near-field constraints on reionization L45

Figure 1. Left: density distribution at z = 8 in a 10 × 10 comoving Mpc region around the progenitor of an LG analogue. Haloes that have Mvir(z = 8) above
the atomic cooling limit and that are the main branch progenitor of objects surviving to z = 0 are marked with grey circles, while main branch progenitors of
the MW/M31 analogues are marked with grey squares. Right: image of the same system at z = 0 (1.5 × 1.5 Mpc). Descendants of the z = 8 haloes marked in
the left-hand panel are shown with grey spheres, sized proportional to their z = 8 virial radii. There are approximately 140 identified objects in each image.

embedded in large high-resolution regions. The primary simula-
tions were performed in a WMAP7 cosmology1 (Komatsu et al.
2011) using particle masses of 1.9 × 105 M⊙ in the high-resolution
regions with a Plummer-equivalent force softening of 141 pc. Halo
catalogues in ELVIS are complete to Msub = 2 × 107 M⊙, or
equivalently, Vmax = 8 km s−1. The convergence values in terms
of ‘peak’ quantities (defined along a halo’s main branch) are
Mpeak = 6 × 107 M⊙ or Vpeak = 12 km s−1. This is sufficient to
resolve all haloes above the atomic cooling limit of Vvir ≈ 17 km s−1

or Mvir(z = 8) ≈ 108 M⊙. Merger trees are available for all of the
ELVIS simulations; in this Letter, we use a version of the trees
that tracks the most massive progenitor at each snapshot, which is
slightly different from what the standard trees provide. Further de-
tails about the ELVIS suite can be found in Garrison-Kimmel et al.
(2014).

Fig. 1 gives an initial visual impression of the matter distribu-
tion around an LG analogue, ‘Zeus and Hera’, at z = 8 (left) and
z = 0 (right). Massive (Mvir > 108 M⊙) objects at z = 8 with an
identifiable descendant at z = 0 are highlighted with grey spheres,
sized proportional to rvir(z = 8) in both images. Only atomic cool-
ing haloes at z = 8 that are the most massive progenitors of bound
z = 0 objects are marked, i.e. there is a one-to-one correspondence
between the circled haloes in the left-hand panel and those in the
right. There are approximately 140 surviving, bound haloes in and
around this LG analogue that had main-progenitor masses above the
atomic cooling limit at z = 8 and are therefore good potential sites
for early galaxy formation. In subsequent sections, we quantify the
number of massive z = 8 haloes surviving to z = 0 in the Local
Volume and investigate the resulting implications for reionization
scenarios.

Maintaining cosmological reionization with galaxies requires a
cosmological star formation rate density (SFRD) that exceeds a
critical value of

ρ̇SFR ≈ 0.018 M⊙ yr−1
Mpc−3

(
1 + z

8

)3
C3

fesc,0.2
T −0.845

4 (1)

1 Specifically, the cosmological parameters are "m = 0.266, "# = 0.734,
ns = 0.963, and h ≡ H0/(100 km s−1 Mpc−1) = 0.71.

(Madau, Haardt & Rees 1999; Shull et al. 2012). This critical SFRD
depends on the effective clumping factor CH ≡ ⟨n2

p+ ⟩/⟨np+ ⟩2 of ion-
ized hydrogen (C3 = CH/3) and the escape fraction fesc of ionizing
photons from galaxies (fesc, 0.2 = fesc/0.2), as well as the temperature
of the intergalactic medium, T4 ≡ TIGM/104 K. We assume that the
star formation rate is a function of halo mass, with

Ṁ⋆ = Ṁ10

(
Mvir

1010 M⊙

)β

(2)

for halo masses above a critical value Mc and Ṁ⋆ = 0 for Mvir < Mc.
We then have

ρ̇SFR,sim = Ṁ10

∫ ∞

Mc

(
M

1010 M⊙

)β
dn

dM
dM . (3)

For any value of Mc and β, we can determine the required nor-
malization Ṁ10 of the star formation rate to reionize the Universe
with galaxies through a comparison with equation (1). Fig. 2 shows
contours of the required Ṁ10 (in units of M⊙ yr−1) at z = 8 in
Mc−β space, adopting the mass function for dark matter haloes
given by Sheth & Tormen (1999, which, we have confirmed, gives
a good match to the halo abundance in the simulations of Schultz
et al. 2014 and Vogelsberger et al. 2014). Finlator, Davé & Özel
(2011) find β ≈ 1.35 and Ṁ10 = 0.42 M⊙ yr−1 at z = 8 in their
simulations, giving Mc ≈ 1.5 × 108 M⊙ (which is just at their res-
olution limit) – i.e. star formation is required in all haloes above the
atomic cooling limit in order to achieve reionization in these sim-
ulations. For steeper values of β in the Ṁ⋆−Mvir relation, higher
normalizations Ṁ10 and/or lower cut-off masses Mc are required.

3 C O N N E C T I O N TO R E D S H I F T Z E RO

In order to schematically associate dark matter halo masses with
observed UV luminosity functions at z = 8, we use abundance
matching (Conroy, Wechsler & Kravtsov 2006). As in Section 2,
we use the Sheth–Tormen halo mass function; we take the UV
luminosity function measured by Schenker et al. (2013), which is
very similar to that of Schmidt et al. (2014) and Bouwens et al.
(2014). As the Hubble Ultra Deep Field (HUDF) is only complete

MNRASL 443, L44–L48 (2014)
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If CDM is correct, all halos below a certain mass should retain 
“primordial” properties. What is this mass scale?

MBK et al. 2014



Alternative Dark Matter Models
Modify linear physics or non-linear physics
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Alternative Dark Matter Models
Modify linear physics or non-linear physics 
Modifying linear physics: allow non-zero thermal velocity in early 
Universe. Example: Warm Dark Matter (WDM). Erases gravitational 
perturbations before they form. Satellite Galaxies in WDM 5

Figure 3. Images of the CDM (left) and WDM (right) level 2 haloes at z = 0. Intensity indicates density, and hue
velocity dispersion, ranging from blue (low velocity dispersion) to yellow (high velocity dispersion). Each box is 1.5
Mpc on a side. Note the sharp caustics visible at large radii in the WDM image, several of which are also present,
although less well defined, in the CDM case.

a similar rmax. By assuming that the mass density in the
subhaloes containing the observed dwarf spheroidals follows
an NFW profile (Navarro et al. 1996, 1997), Boylan-Kolchin
et al. (2011) found the locus of possible (rmax, Vmax) pairs
that are consistent with the observed half-light radii and
their enclosed masses. This is represented by the shaded re-
gion in Fig. 4. As Boylan-Kolchin et al. (2011) observed with
their larger sample, several of the largest CDM subhaloes
have higher maximum circular velocities than appears to be
the case for the Milky Way bright dwarf spheroidals. By
contrast, the largest WDM subhaloes are consistent with
the Milky Way data.

Rather than assuming a functional form for the mass
density profile in the observed subhaloes, a more direct ap-
proach is to compare the observed masses within the half-
light radii of the dwarf spheroidals with the masses within
the same radii in the simulated subhaloes. To provide a fair
comparison we must choose the simulated subhaloes that
are most likely to correspond to those that host the 9 bright
dwarf spheroidals in the Milky Way. As stripping of sub-
haloes preferentially removes dark matter relative to the
more centrally concentrated stellar component, we choose to
associate final satellite luminosity with the maximum pro-
genitor mass for each surviving subhalo. This is essentially
the mass of the object as it falls into the main halo. The
smallest subhalo in each of our samples has an infall
mass of 3.2×109M⊙ in the WDM case, and 6.0×109M⊙

in the CDM case.

The Large and Small Magellanic Clouds and the
Sagittarius dwarf are all more luminous than the
9 dwarf spheroidals considered by Boylan-Kolchin
et al. (2011) and by us. As noted above, the Milky
Way is exceptional in hosting galaxies as bright as
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Figure 4. The correlation between subhalo maximum circular ve-
locity and the radius at which this maximum occurs. Subhaloes
lying within 300kpc of the main halo centre are included. The
12 CDM and WDM subhaloes with the most massive
progenitors are shown as blue and red filled circles re-
spectively; the remaining subhaloes are shown as empty
circles. The shaded area represents the 2σ confidence region for
possible hosts of the 9 bright Milky Way dwarf spheroidals deter-
mined by Boylan-Kolchin et al. (2011).

the Magellanic Clouds, while Sagittarius is in the
process of being disrupted so its current mass is
difficult to estimate. Boylan-Kolchin et al. hypoth-
esize that these three galaxies all have values of
Vmax > 60kms−1 at infall and exclude simulated sub-
haloes that have these values at infall as well as

c⃝ 2011 RAS, MNRAS 000, ??–8
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Alternative Dark Matter Models
Modify linear physics or non-linear physics 
Modifying non-linear physics: introduce interactions in dark sector 
(e.g., self-scattering). Interactions become important for ỉ>H(z), so only 
affects dense centers of collapsed dark matter structures. Canonical 
example: Self-Interacting Dark Matter (SIDM)6 M. Vogelsberger et al.

Figure 3. Density projections of the Aq-A halo for the different DM models of Table 1 (RefP0-3). The projection cube has a side length of 270 kpc. Clearly,
the disfavoured RefP1 model with a large constant cross section produces a very different density distribution with a spherical core in the centre, contrary to
the elliptical and cuspy CDM halo. Also, substructures are less dense and more spherical in this simulation. The vdSIDM models RefP2 and RefP3 on the
other hand can hardly be distinguished from the CDM case (RefP0).

has no velocity dependence in this case and the particle scattering
works at full strength irrespective of (sub)halo mass. Although this
case is ruled out by current astrophysical constraints (see Section
2.1), it serves as a reference for the effect of a large scattering cross
section at the scales of MW-like haloes in a full cosmological sim-
ulation. On the contrary, RefP2 and RefP3 result in a main halo
whose density profile follows very closely the one from the CDM
prediction of RefP0 down to 1 kpc from the centre. At smaller radii,
where the typical particle velocities are smaller, self-interaction is
large enough to produce a core. The mean free path radial profile
clearly illustrates the radius where collisions are more important
for the different SIDM models, which is around the core radius. It

also highlights the difference between the RefP2 and RefP3 mod-
els, with the former having a larger core than the latter, because
its self-interaction cross section peaks at a larger velocity disper-
sion (occurring at larger radii) despite of having a lower value of
�T /m�.

3.3 Subhaloes

Our main focus in this work is the structural change of the sub-
halo population in a SIDM halo. In the following we will mainly
focus on the subhalo population within 300 kpc halocentric dis-
tance. In the left panel of Figure 5 we first show the ratio of the

© 2012 RAS, MNRAS 000, 1–13
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Figure 3. Density projections of the Aq-A halo for the different DM models of Table 1 (RefP0-3). The projection cube has a side length of 270 kpc. Clearly,
the disfavoured RefP1 model with a large constant cross section produces a very different density distribution with a spherical core in the centre, contrary to
the elliptical and cuspy CDM halo. Also, substructures are less dense and more spherical in this simulation. The vdSIDM models RefP2 and RefP3 on the
other hand can hardly be distinguished from the CDM case (RefP0).

has no velocity dependence in this case and the particle scattering
works at full strength irrespective of (sub)halo mass. Although this
case is ruled out by current astrophysical constraints (see Section
2.1), it serves as a reference for the effect of a large scattering cross
section at the scales of MW-like haloes in a full cosmological sim-
ulation. On the contrary, RefP2 and RefP3 result in a main halo
whose density profile follows very closely the one from the CDM
prediction of RefP0 down to 1 kpc from the centre. At smaller radii,
where the typical particle velocities are smaller, self-interaction is
large enough to produce a core. The mean free path radial profile
clearly illustrates the radius where collisions are more important
for the different SIDM models, which is around the core radius. It

also highlights the difference between the RefP2 and RefP3 mod-
els, with the former having a larger core than the latter, because
its self-interaction cross section peaks at a larger velocity disper-
sion (occurring at larger radii) despite of having a lower value of
�T /m�.

3.3 Subhaloes

Our main focus in this work is the structural change of the sub-
halo population in a SIDM halo. In the following we will mainly
focus on the subhalo population within 300 kpc halocentric dis-
tance. In the left panel of Figure 5 we first show the ratio of the
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Alternative Dark Matter Models
Modify linear physics or non-linear physics 

Modifying linear physics: allow non-zero thermal velocity in early 
Universe (Warm Dark Matter). Erases gravitational perturbations before 
they form.  

Modifying non-linear physics: introduce interactions in dark sector 
(e.g., self-scattering). Interactions become important for ỉ>H(z), so only 
affects dense centers of collapsed dark matter structures. Canonical 
example: Self-Interacting Dark Matter (SIDM) 

Note: some specific models modify both (see, e.g., Cyr-Racine et al.)



Simulating WDM Models
Standard operating procedure: only difference from CDM simulations is 
the initial power spectrum.

Constraining the WDM Particle Mass with Milky Way Satellites 3
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Figure 1. Linear power spectra (in arbitrary units) for warm and cold dark
matter models. The thick black line shows CDM and the coloured lines var-
ious WDM models, labelled by their thermal relic mass and corresponding
value of the damping scale, α, in the legend.

2 METHODS

2.1 The warm dark matter linear power spectrum

In the case where the warm dark matter consists of thermal relics,
the suppression of small-scale power in the linear power spectrum,
PWDM, can be conveniently parametrized by reference to the CDM
power spectrum, PCDM. The WDM transfer function is then given
by,

T (k) =
[PWDM

PCDM

]1/2
= [1 + (αk)2ν ]−5/ν (1)

(Bode et al. 2001). Here, k is the wavenumber and following
Viel et al. (2005) we take the constant ν = 1.12; the parameter
α can be related to the mass of the particle,mWDM by

α = 0.049
(ΩWDM

0.25

)0.11( h
0.7

)1.22( keV
mWDM

)1.11
h−1Mpc

(2)

(Viel et al. 2005), in terms of the matter density parameter,ΩWDM,
and Hubble parameter, h = H0 / (100 km s−1 Mpc−1).

In the case where the WDM particle is a non-resonantly pro-
duced sterile neutrino, its massmsterile, can be related to the mass
of the equivalent thermal relic,mWDM, by requiring that the shape
of the transfer function, T (k), be similar in the two cases. Viel et al.
(2005) give

msterile = 4.43
(mWDM

keV

)4/3(0.25(0.7)2

ΩWDMh2

)1/3
keV. (3)

This conversion depends on the specific particle production mech-
anism (for a review see Kusenko 2009); in the rest of this paper we
will refer only to the thermal relic mass,mWDM, unless stated oth-
erwise. We consider particles with masses, mWDM, ranging from
0.5 keV to 20 keV. Fig. 1 shows the linear power spectra for six of
the 11 WDM models we have investigated, as well as for CDM.

We adopt values for the cosmological parameters that are con-
sistent with the WMAP7 results (Komatsu et al. 2011): Ωm =
0.272, Ωb = 0.0455, ΩΛ = 0.728, h = 0.704, σ8 = 0.81,

n = 0.96. Two hundred merger trees were generated for each main
halo mass and for each WDM particle mass.

2.2 Galaxy formation models

We calculate the properties of the galaxy population in our
WDM models using the Durham semi-analytic galaxy forma-
tion model, GALFORM (e.g. Cole et al. 2000; Benson et al. 2003;
Bower et al. 2006). Rather than applying it to merger trees ob-
tained from an N-body simulation, we instead construct Monte
Carlo merger trees using the Extended Press-Schechter (EPS) for-
malism (Press & Schechter 1974; Bond et al. 1991; Bower 1991;
Lacey & Cole 1993; Parkinson et al. 2008) to generate conditional
mass functions for halos of a given mass. The standard formulation
of the EPS formalism (in which the density field is filtered with a
top hat in real space) is not applicable in the presence of a cutoff
in the power spectrum. Instead, using a sharp filter in k-space pro-
duces a halo mass function in good agreement with the results of
N-body simulations. We adopt this prescription which is justified
and described in detail in Benson et al. (2013). A similar procedure
was adopted by Schneider et al. (2013) but other authors, such as
Smith & Markovic (2011) and Menci et al. (2012), have used a top
hat filter in real space and then multiplied the resulting mass func-
tion by an ad hoc suppression factor. We do not apply the correc-
tion for finite phase-space density derived by Benson et al. (2013)
because the effect of thermal velocities is negligible in the models
we consider (Macciò et al. 2012; Shao et al. 2013). Halo concen-
trations were set according to the NFW prescription (Navarro et al.
1996, 1997), as described in Cole et al. (2000), thus explicitly tak-
ing into account the later formation epoch ofWDMhalos compared
to CDM halos of the same mass. These concentrations are broadly
in agreement with the WDM simulations of Schneider et al. (2012).

We use the latest version of GALFORM (Lacey et al. 2013, in
prep.) which includes several improvements to the model described
by Bower et al. (2006). The standard GALFORM model is tuned to
fit a set of observed properties of the local galaxy population as-
suming CDM. Thus, an adjustment is required in the WDM case.
On scales larger than dwarf galaxies at z = 0 there is little differ-
ence between WDM and CDMmodels. On smaller scales, the most
important processes that influence galaxy formation are the feed-
back effects produced by the early reionization of the intergalactic
medium and supernova feedback.

In GALFORM, reionization is modelled by assuming that no
gas is able to cool in galaxies of circular velocity less than vcut at
redshifts less than zcut. For CDM, the values vcut = 30 km s−1

and zcut = 10 result in a good approximation to more advanced
treatments of reionization (Okamoto et al. 2008; Font et al. 2011).
Supernovae feedback, on the other hand, is controlled by the pa-
rameter β, the ratio of the rate at which gas is ejected from the
galaxy to the star formation rate. This ratio is assumed to depend
on the circular velocity of the disc, vcirc, as:

β =
(vcirc
vhot

)−αhot

, (4)

where vhot and αhot are adjustable parameters fixed primarily by
the requirement that the model should match the local bJ - and K-
band galaxy luminosity functions. In the Lacey et al. model, these
parameters take on the values vhot = 300 km s−1 and αhot = 3.2.
Since vcirc depends on the concentration of the host halo, which
is lower for a WDM halo than for a CDM halo of the same mass
(Lovell et al. 2012), we expect that a small adjustment to the pa-
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Simulating WDM Models

For example: excluding mt < 2 keV ↔ excluding ms < 11.1 keV.  
Requires that DM has distribution function that looks like Fermi-Dirac.

⌦s = ⌦t

ms

Ts
=

mt

Tt

ms = 4.423 keV
⇣ mt

1 keV

⌘4/3

Standard operating procedure: only difference from CDM simulations is 
the initial power spectrum. Assume thermal (Fermi-Dirac) distribution 
function, with overall suppression factor.

In this case, effects on structure formation of, e.g., sterile neutrino (s) can 
always be mapped into effects of an equivalent thermal relic (t):



Simulating WDM Models
Strongest effect: decreased abundance of dark matter halos below free-
streaming scale

Schneider et al. 2014Mass

L4 A. Schneider et al.

Figure 2. Left-hand panel: maximum circular velocity function of haloes constructed with the mass function of equation (1) and with assigned random
concentrations from a log-normal distribution. Black: CDM; red: WDM, 4keV; green: WDM, 2keV; blue: WDM, 1keV. Right-hand panel: velocity-width
function of the H I component measured by ALFALFA (black dots; Papastergis et al. 2011) and obtained by converting Vmax into W50 as explained in the text.
Same colour coding. The simulated velocity-width function from Za09 is given as a black dotted line for comparison.

and WDM simulations.4 (iii) Omitting all haloes with an assigned
spin below 0.02 in the sample because no stable discs are expected
to form in this regime. (iv) Connecting the velocity-width to the
disc circular velocity by setting W50 = 2sin (i)Vmax, d, where the
disc inclination is assumed to be a random number in the range
[0,π]. (v) Binning the discs with respect to their value of W50 to
obtain dn/d log W50.

The velocity-width function is plotted in the right-hand side of
Fig. 2, where the blue, green, and red lines represent WDM models
with 1, 2, and 4 keV, while the black line represents the CDM cos-
mology. The observed data from the ALFALFA survey is plotted as
black dots. The faint dotted line is the result from Za09, which is
based on constrained simulations of the local universe with a 1 keV
WDM model and has a resolution limit of W50 = 36 km s−1. The
right-hand side of Fig. 2 shows that the CDM curve is roughly in
agreement with observations above W50 = 100 km s−1 and lies sig-
nificantly above the observations for smaller velocities. The same
is true for the 4 keV and, to a minor extend, for the 2 keV WDM
model. The 1 keV WDM model, on the other hand, gives a reason-
able match over all velocity scales, as predicted by Za09. At very
small scales, W50 < 50 km s−1, the predicted WDM velocity-width
function turns over, something that is not visible in the data and
indicates that the 1 keV model might be too extreme to explain the
data.5 In summary, Fig. 2 shows that a realistic WDM model, which
passes all constraints from the Lyman α forest and SDSS data, is
not able to provide a significantly better explanation to the apparent
flatness of the H I velocity-width function than the standard CDM
model.

4 We have checked the distribution of the spin in WDM simulations pre-
sented in Schneider et al. (2012) and found no systematic differences be-
tween WDM and CDM haloes.
5 The slight mismatch between all the models and the observations around
W50 = 300 km s−1 is likely to come from the fact that the ALFALFA data
come from an overdense patch of the sky, something that is not accounted
for in our model.

5 C O N C L U S I O N S

We have tested the WDM paradigm on two of the most prominent
small-scale problems of CDM structure formation, the too big to fail
problem of the largest Milky Way satellites and the flatness problem
of the H I velocity-width function in the local universe. As a result,
we have shown that a realistic WDM scenario with mWDM = 4 keV
in agreement with recent constraints from Lyman α forest and SDSS
data fails to alleviate the potential small-scale problems of CDM
structure formation. The reason for this failure can be attributed
to the shape of the cutoff in the linear power spectrum, which
is too steep to simultaneously agree with the Lyman α data and
produce a more natural match to the dwarf galaxy observations.
Hence, from an astrophysical perspective, there is no convincing
reason to favour WDM from thermal or thermal-like production
(i.e. neutrinos oscillations) over the standard CDM scenario.

There are however alternative WDM production mechanisms
where these conclusions do not necessarily apply. For example,
sterile neutrinos could be present as a mixture of non-resonantly pro-
duced warmer and resonantly produced colder particles, leading to a
shallower downturn in the power spectrum (Boyarsky, Ruchayskiy
& Shaposhnikov 2009b; Boyarsky et al. 2009a). Recent studies on
the structure formation of such models seem promising (Maccio
et al. 2012b; Anderhalden et al. 2013a,b; Marsh & Silk 2014), but
more investigation is necessary to test whether these alternative
approaches agree with both Lyman α forest and ultrafaint dwarf
galaxies.

In general, a deeper understanding of galaxy formation is required
to obtain a more conclusive view on the currently stated small-scale
discrepancies. Including self-consistent hydrodynamics will be cru-
cial to further constrain the nature of dark matter with astrophysical
observations.
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Figure 2. Images of our haloes at redshift z = 0. The panels show CDM-W7 (top), m2.3, m2.0, m1.6 and m1.5 (left to right, then top to bottom). The image
intensity and hue indicate the projected squared dark matter density and the density-weighted mean velocity dispersion, respectively (Springel et al. 2008a).
Each panel is 1.5 Mpc on a side.

While genuine haloes in a simulation at a given resolution are
expected to be present in the same simulation at higher resolu-
tion, this need not be the case for spurious haloes, as illustrated in
Fig. 5. Springel et al. (2008a) showed that it is possible to match
haloes and subhaloes between different resolution simulations by
tracing their particles back to the initial conditions and identifying
overlapping Lagrangian patches in the two simulations. We refer

to the initial Lagrangian region of each halo, or more precisely
the unperturbed simulation particle load, as its ‘protohalo’. The
initial positions of the particles displayed in Fig. 5 are shown in
Fig. 6. The two large objects originate from protohaloes of similar
size and location, but there are clear discrepancies in the number,
location and mass of the small objects. Thus, attempts to match
small haloes in the two simulations will often fail because spurious
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Figure 2. Images of our haloes at redshift z = 0. The panels show CDM-W7 (top), m2.3, m2.0, m1.6 and m1.5 (left to right, then top to bottom). The image
intensity and hue indicate the projected squared dark matter density and the density-weighted mean velocity dispersion, respectively (Springel et al. 2008a).
Each panel is 1.5 Mpc on a side.

While genuine haloes in a simulation at a given resolution are
expected to be present in the same simulation at higher resolu-
tion, this need not be the case for spurious haloes, as illustrated in
Fig. 5. Springel et al. (2008a) showed that it is possible to match
haloes and subhaloes between different resolution simulations by
tracing their particles back to the initial conditions and identifying
overlapping Lagrangian patches in the two simulations. We refer

to the initial Lagrangian region of each halo, or more precisely
the unperturbed simulation particle load, as its ‘protohalo’. The
initial positions of the particles displayed in Fig. 5 are shown in
Fig. 6. The two large objects originate from protohaloes of similar
size and location, but there are clear discrepancies in the number,
location and mass of the small objects. Thus, attempts to match
small haloes in the two simulations will often fail because spurious
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Simulating WDM Models
Structure of Lyman-alpha forest provides strong constraints on 
thermal WDM models

CDM

2.3 keV 2.0 keV

1.6 keV 1.5 keV

differ significantly at small scales at k > 3h=Mpc. In the
bottom part of the panel we show the approximate
wave number ranges that are probed by SDSS and the
HIRESþMIKE data set used in our analysis. Note that
the nonlinear matter suppression is in good agreement with
the fitting formula presented in Ref. [10].

In Fig. 2 we qualitatively compare a set of noiseless
Lyman-! forest spectra extracted from the !CDM, WDM
1 keV and WDM 2 keV models, represented by the green,
black and blue curves respectively. It is clear that the
amount of small scale substructure in the transmitted flux

in the !CDM is more prominent with respect to the WDM
cases. In the rest of this section we will quantify these
differences in terms of the 1D flux power spectrum.
We now turn to Fig. 3, which shows the ratio between

the 1D flux power of the WDM and !CDM models for the
four different redshift bins used in the present analysis
(note that we compute the power spectrum of the quantity
"F ¼ F=hFi# 1, and we refer to this as the flux power).
The suppression of the flux power is larger than that seen in
the matter power spectrum. This is due to the fact that the
1D matter power spectrum is an integral of the 3D power
spectrum and therefore very sensitive to the small scale
cutoff. As expected, the largest differences exist between
the 1 keV (black curves) and the !CDM model. Note that
the flux power also changes at large scales; the requirement
of reproducing the same observed mean flux value [given
by Eq. (4)] results in an increase of the power at those
scales (the power spectrum of the WDM flux F, not "F,
does show suppression over all scales when compared to
!CDM). Furthermore, we also note that there is a sub-
stantial redshift evolution of the flux power between
z ¼ 5:4 and z ¼ 4:2.
Numerical convergence for WDM simulations can be

particularly difficult to achieve (see Ref. [38]). In Fig. 4 we
demonstrate that at the resolution and WDM masses con-
sidered in this work, this should, however, not be an issue.
Figure 4 compares the flux power extracted from the
(20,512) and (20,768) 1 and 2 keV simulations to the
corresponding !CDM simulations at the same resolution.
The agreement between the different resolution simula-
tions is very good, typically at the percent level. The
differences are largest for the 1 keV case at the smallest
scales probed by our data in the current analysis, where
they reach the 10% level. The simulated flux power spectra
for both !CDM and WDM models have therefore been
corrected for resolution effects by multiplying the raw
power spectra by the ratio of the results from the
(20,768) and (20,512) simulations. In general, we find
the requirements for reaching numerical convergence in
terms of flux power are more demanding for absolute
values of the flux power rather than ratios of different
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FIG. 1 (color online). Ratio between the 3D nonlinear matter
power spectrum of 3 different WDM models (1, 2 and 4 keV,
black, blue and orange curves) at 3 different redshifts (z ¼ 3, 4.2,
5.4, represented by the dot-dashed, dashed and continuous
curves) and the corresponding !CDM model. The green curve
represents the linear redshift independent suppression in terms of
matter power for amWDM ¼ 2 keVmodel obtained using Eq. (6)
of Ref. [17]. The arrows in the bottom part of the figure indicate
the maximum value of the wave numbers probed by the SDSS
data and by the data set used in the present analysis. This figure
refers to the reference (20,512) simulations.
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FIG. 2 (color online). Transmitted flux along a set of random LOSs for the !CDM (green curve) and WDM 1 keV (black curve) and
WDM 2 keV (blue curve) models at z ¼ 4:6. This figure refers to the reference (20,512) simulation without adding instrumental noise.
The !CDM flux is clearly showing more substructure as compared to the WDM models.

VIEL et al. PHYSICAL REVIEW D 88, 043502 (2013)

043502-6

Limit: mWDM > 3.3 keV (2σ) for thermal WDM. 2 keV (thermal) excluded at 4σ.

Viel et al. 2013
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(a) mu lepton asymmetry
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(b) sterile neutrino PSDs at T = 10 MeV
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FIG. 10: Sterile neutrino production mechanism: Panels (a) and (c) show the entropy scaled mu lepton asymmetry and the
net sterile number density with temperature. For each model with a given mass and mixing angle, the mu lepton asymmetry
at high temperatures is tuned by hand to produce the right relic abundance. Panels (b) and (d) show sterile neutrino and
antineutrino PSDs, respectively, at T = 10 MeV. Colors di↵erentiate models in Fig. 1, and solid and dashed lines distinguish
results with neutrino opacities from Fig. 8c and 8d respectively. Note the di↵erent numerical factors multiplying the y-axis of
panels (b) and (d). The dotted line in panel (b) is a massless Fermi-Dirac distribution with degeneracy g = 0.003.

Table III lists parameters describing the production
and final sterile neutrino DM PSDs for the models
marked in Fig. 1. Also provided are the ranges for di↵er-
ent interpolated µ neutrino opacities through the quark-
hadron transition as in Fig. 8. Note that the sterile PSDs
in Figs. 10b and 10d are non-thermal; we show the mean
momentum hp/T i relative to the active neutrino temper-
ature scale.

A key element to take away from Table III and
Figs. 10b and 10d is that the ‘warmer’ models with larger
values of hp/T i are less sensitive to the uncertainty in the
quark-hadron transition. This is important since these
warmer models can be most easily constrained by small-
scale structure formation. Therefore, uncertainties in the
strong plasma near TQCD are unlikely to a↵ect the ro-
bustness of the these constraints.

VI. TRANSFER FUNCTIONS FOR MATTER
FLUCTUATIONS

In this section, we study the e↵ect of sterile neutri-
nos on the growth of density fluctuations in the early
universe. We focus on the lepton asymmetry-driven
mechanism outlined in Sec. II, and on modes of the
matter distribution with co-moving wavenumbers k 2
[1, 100] hMpc�1. These scales are probed by the Lyman-
↵ forest in quasar spectra (see [115] and references
therein), and populations of dwarf galaxies in the Local
Group (see [116, 117] and references therein). All these
scales enter the horizon after the redshift zH ' 4 ⇥ 107,
when the temperature of the photon-baryon plasma is
T ' 10 keV. The sterile neutrino models shown in Fig. 1
cease to be produced below temperatures T ⇠ 100 MeV;

Venumadhav et al. 2015  
(also Abazajian 2014)

Fermi-Dirac 
(thermal)

Simulating WDM Models
Many models of ~keV scale particles do not require thermal production; 
resulting collapsed structure may be different. Example: Shi-Fuller (1999) 
resonant production

Larger mixing angle 
→ “colder” primordial 
distribution function



Simulating Shi-Fuller WDM Models

representative cases of L4 ¼ 4.6, 7, and 8 are best fit by
thermal WDM particle masses of 1.6, 2.0, and 2.9 keV,
respectively.
The most stringent claimed constraint on WDM is from

observations and modeling of the Ly-α forest seen in
spectra toward distant quasars. However, the Ly-α forest
is a complicated tool for inferring the linear matter power
spectrum, requiring disentangling the effects of pressure
support and thermal broadening of the Ly-α forest features
from the effects of dark matter perturbation suppression
from WDM. In addition, modeling the dependence on the
physics of the neutral gas requires assumptions of the
thermal history of the intergalactic medium and its ionizing
background. These are done as parametrized fitting func-
tions. Many of the limitations of the Ly-α forest on
constraints of the primordial power spectrum are discussed
in Abazajian et al. [23]. The Ly-α forest modeling of the
intergalactic medium and its numerical methods have
considerably improved in recent years, and can provide
stringent constraints that should be further studied regard-
ing their robustness. Recent quoted limits are at thermal
particle masses of mthermal ¼ 3.3 keV (95% C.L.) [9].
Horiuchi et al. [7] studied in detail the phase-space

constraints from Local Group dwarfs on Dodelson-Widrow
sterile neutrino dark matter models. The warmest resonant
dark matter model considered here, L4 ¼ 10, has a

phase-space density Qmax ≈ 398, well above the minimum
values inferred by Local Group dwarfs, e.g., Segue 1’s
requirement of Qsim ≈ 30 [7]. Horiuchi et al. [7] and
Polisensky and Ricotti [24] studied the constraints from
the minimal subhalo number counts required to produce the
observed dwarf galaxy populations of the Local Group. The
constraint from subhalo counts in Horiuchi et al. [7] on
Dodelson-Widrow sterile neutrinos corresponds to a ther-
mal WDM particle mass ofmthermal ¼ 1.7 keV (95% C.L.).
In addition, high-z galaxy counts exclude thermal WDM
particle masses below mthermal ¼ 1.3 keV at least at 2.2σ
[25]. The high-z and Local Group subhalo constraints are in
conflict with the warmest of the three resonant models
for which we demonstrate the linear matter transformation
function, L4 ¼ 8. The L4 ¼ 4.6 and 7 cases survive these
structure formation constraints.
As shown in Fig. 1, the central L4 ¼ 4.6 case is in

tension with the constraints from stacked x-ray observa-
tions of M31 [7]. The L4 ¼ 7 case is consistent with all
Local Group structure formation and x-ray constraints, with
a transfer function that matches that of thermal WDM
of mthermal ¼ 2.02 keV.
Perhaps most interestingly, the case of thermal WDM of

mthermal ¼ 2 keV is the cutoff scale inferred as a solution to
the Milky Way satellite’s total satellite abundance, the
satellites’ radial distribution, and their mass density profile,
or the “too-big-to-fail problem,” first discussed in Lovell
et al. [18] and explored in detail in Anderhalden et al. [15],
Polisensky and Ricotti [26], and Kennedy et al. [27].
Thermal WDM particle masses of mthermal ¼ 2 keV are
thought to not be significantly different from CDM in

FIG. 2 (color online). Shown here are the distribution functions
of the 7.14 keV models shown as stars in Fig. 1. The models with
L4 ¼ 4.2, 4.6, 7, 8, and 10 have, respectively, increasing average
hp=Ti, and therefore larger-scale cutoffs in the linear matter
power spectrum for the fixed particle mass. The 4.2 and 4.4
models have resonant production almost entirely prior to the
quark-hadron transition, and therefore significantly “colder”
properties than the remaining models, whose step-function-like
features are due to the quasi-isotemperature evolution of the
position of the resonance during the quark-hadron transition.
All distributions are thermally cooler than the corresponding
Dodelson-Widrow case, where hp=Ti ≈ 3.15.

FIG. 3 (color online). Shown here are the WDM sterile neutrino
transfer functions TsðkÞ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PWDMðkÞ=PCDMðkÞ

p
for the three

solid stars in Fig. 1, as solid lines, with L4 ¼ 8, 7, and 4.6 having
increasing k cutoff scales, respectively. Colors correspond to
the distributions in Fig. 2. The dashed lines are the thermal
WDM transfer functions that best fit these cases, which have a
thermal WDM particle mass of mthermal ¼ 1.6, 2.0, and 2.9 keV,
respectively.
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First of a series of simulations comparing Shi-Fuller and thermal WDM:Properties of resonant sterile neutrino dark matter subhalos 3
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Figure 2. Square root of the relative sterile neutrino power spec-

trum to CDM, Ts(k) =
p

Ps(k)/P
CDM

(k). Shown are our three
resonantly produced sterile neutrino cases, s0.8, s2.9, and s20.0, as

labeled. For comparison, a 2.0 keV thermal WDM is shown. The

initial cuto↵ shape is similar between the thermal and resonantly
produced cases, but the tail shows quantitative di↵erences.

2 SIMULATIONS

We run collisionless dark matter-only simulations with
the publicly available Tree-PM N -body simulation code
GADGET-2

2 (Springel 2005). We present 4 zoom-in simu-
lations in WDM, all with WMAP7 cosmological parame-
ters: �

8

= 0.801, ⌦m = 0.266, ⌦b = 0.0449, ⌦� = 0.734,
ns = 0.963, and h = 0.71 (Larson et al. 2011). Simula-
tions were initialized at redshift 125 with initial conditions
selected from the Exploring the Local Volume In Simula-
tions project (ELVIS; Garrison-Kimmel et al. 2014) and cre-
ated with MUSIC

3 (Hahn & Abel 2011). ELVIS is a suite of
48 ⇤CDM zoom-in simulations designed to study the Lo-
cal Group. It consists of 24 halos in paired systems that
are chosen to resemble the MW and M 31 in mass, relative
kinematics, and environment, as well as an additional 24
halos that are isolated mass-matched analogues. Lagrange
volumes are determined by all particles within 5R

v

of the
halo center in the final timestep for isolated analogues, and
4R

v

of either MW or M31 hosts for pairs. We refer the reader
to Oñorbe et al. (2014) and Garrison-Kimmel et al. (2014)
for the detail methodology of the zoom-in simulations and
ELVIS, respectively.

We select from the ELVIS suite one halo based on its
central behavior in two key subhalo properties – the subhalo
V

max

distribution and radial distribution. Figure 1 shows our
adopted halo in thick solid black, compared to the entire 48
ELVIS suite (grey solid).

To build the WDM initial power spectra, CDM trans-

2 http://www.mpa-garching.mpg.de/gadget/
3 http://www.phys.ethz.ch/ hahn/MUSIC/
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Figure 3. Cumulative distributions of subhalos within the virial

radius in V
max

. Only subhalos with V
max

> 8 km/s are shown,
due to resolution as well as potential contamination from spurious

subhalos. Shown are resonantly-generated sterile neutrinos s0.8,

s2.9, and s20.0, a 2.0 keV thermal WDM, and CDM, as labeled.
For the CDM, the gray band indicates the scatter determined

from the ELVIS suite of simulations.

fer functions were first generated using the publicly available
CAMB

4 CMB boltzman code (Lewis et al. 2000). These were
modified according to the resonant sterile neutrino produc-
tion calculations of Venumadhav et al. (2015). In particular,
Venumadhav et al. (2015) include e↵ects of the redistribu-
tion of lepton asymmetry and the neutrino opacity, as well
as more detail treatment of the quark-hadron transition, on
the production. This a↵ects the primordial momentum dis-
tributions of the sterile neutrino, which in turn quantita-
tively change the matter power spectrum. Figure 2 shows
the square-root of the suppression of the power spectrum,
Ts(k) =

p
Ps(k)/PCDM

(k), for the three sterile neutrino pa-
rameters studied in this paper: all have masses of ms = 7.1
keV, but di↵erent mixing angles sin22✓ = 0.800⇥ 10�11 (la-
beled s0.8), 2.899⇥10�11 (labeled s2.9), and 20.000⇥10�11

(labeled s20.0). The lepton asymmetries required to repro-
duce the observed DM abundance ⌦

dm

are L

5

⇡ 13.0–13.1,
8.32–8.39, and 6.7–6.8, respectively5. Also shown for com-
parison is the transfer function for a thermal warm dark
matter based on Bode et al. (2001). Specifically, we use the
functional forms in their appendix with values adjusted to
our cosmology, and fix the mass to a thermal 2 keV WDM
particle.

All simulations were run with a z = 0 Plummer equiva-
lent force softening of 141 pc in the highest resolution zoom-
in region, which contains particles of mass 1.9 ⇥ 105M�.
Resolution tests performed in Garrison-Kimmel et al. (2014)

4 http://camb.info/
5 These are based on Planck cosmology with ⌦dmh2 = 0.119,
but the cosmology dependence is weak (Abazajian et al. 2001).

c� 2002 RAS, MNRAS 000, 1–8

MW satellite mass functions

Horiuchi et al. (in prep)

2 keV, thermal
Shi-Fuller
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Bozek, MBK et al. (in prep)

Thermal and Non-Thermally Produced Warm Dark Matter in the Linear and Non-linear Regimes 3

10-1 100 101 102

R (kpc/h)

107

108

109
ρ
 r2

Thelma

CDM
L7
THM2
L46
L8
S229

10-1 100 101 102

R (kpc/h)

107

108

109

ρ
 r2

Louise

CDM
L7
THM2
L46
L8
S229

10-1 100 101 102

R (kpc/h)

0

0.5

1

1.5

2

ρ
X / 

ρ
Y

Thelma

CDM
L7
THM2
L46
L8
S229

10-1 100 101 102

R (kpc/h)

0

0.5

1

1.5

2

ρ
X / 

ρ
Y

Louise

CDM
L7
THM2
L46
L8
S229

10-1 100 101 102

R (kpc/h)

101

102

V c(R
) (

km
/s

)

Thelma

CDM
L7
THM2
L46
L8
S229

10-1 100 101 102

R (kpc/h)

101

102

V c(R
) (

km
/s

)

Louise

CDM
L7
THM2
L46
L8
S229

Figure 2. The density profiles (top row), ratio of WDM and CDM density profiles (middle row), and rotation curves (bottom
row) for hosts Thelma (left column) and Louise (right column) for the CDM (orange;dashed) and WDM models: L7 (black;thick-
solid), THM2 (magenta;dot-dashed), L46(green;thin-solid), L8 (red;thin-sold), S229 (blue; dashed). The dashed-vertical line
marks the largest convergence radius (R = 1kpc/h) based on the criterion of Power et al. (2003) as determined by the AHF
halo finder (Knollmann & Knebe 2009). Di↵erences within R = 1 kpc/h are likely due to stochastic variation where the density
and circular velocity profiles are poorly converged. The density profiles and rotation curves for each model are very similar over
the full radial range of each host. The degree of similarity between the host density profiles of each DM model is evident in the
density ratios value of ⇡ 1 at all radii. Small variations in the outer density profiles are the result of large substructures. Note:
Last sentence correct?

c� 0000 RAS, MNRAS 000, 000–000

No difference in density profile of host relative to thermal WDM, CDM
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Thermal and Non-Thermally Produced Warm Dark Matter in the Linear and Non-linear Regimes 7
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Figure 9. The rotation curves (top row) and density ratios (bottom row) of the Local Group halos (outside the virial radius
of both Thelma and Louise and within 1.2 Mpc from either center) for the CDM (orange), S229 (blue), and THM2 (purple)
DM models. The halos were selected by making a V

m

ax cut in the WDM halos set and then finding the CDM counterpart:
V

m

ax > 25 km/s (left panels) and 25 km/s > V

max

>15 km/s (right panels).The thick-dark curves show the median of the
each DM case’s halo distribution (median of L7 halos is shown in black). The WDM halos with V

m

ax > 25 km/s (bottom left
panel) show a 40% reduction in central density relative to CDM that results in a few km/s reduction in the median rotation
curves of these halos (top left panel). Lower mass halos (right panels) show a more pronounced decrease in the median density
ratios of 60% in the central kpc/h and up to 20% near the halos’s virial radius (although with significant scatter).

pression in the WDM cumulative V
max

functions is more
pronounced at the low-mass end where the strong sup-
pression in the small-scale power of the transfer func-
tions in Figure 12 greatly reduces low-mass halo forma-
tion. For example, the L7 cumulative V

max

functions
are reduced by a factor of ten relative to CDM at the
resolution limit. The THM2, L7 and S229 WDM mod-
els have nearly identical cumulative V

max

functions for
each host. Note: Reference Shunsaku, Tollerud, other
results on counting sats here? Add those points to plot?

Add counts of LG here. Left out

Add Paragraph here about selecting halos with
Vmax ¿ 15 km/s. artificial fragmentation. etc.?

need to spell out how comparisons are made above?

Figure 8 shows the V

max

relation between the Local
Group halos in WDM and CDM. Halos were selected by
choosing CDM halos with a V

max

> 15 km/s and then
identifying L7, THM2, and S229 halo counterparts that
satisfy the halo correlation criterion described in Section
3.1. The orange curve gives the value where WDM and
CDM halos have the same V

max

value. All Local Group
WDM halos fall below the orange curve and show a
trend of increasingly smaller V

m

ax relative to the CDM
value. The dark gray curve in Figure 8 represents a fit to
the V

max

relation between S229 DM model and CDM
halos of V

max,WDM

/ V

n

max,CDM

, where n

s

= �1.5.
The fit to the THM2 and L7 models are not shown but
the exponent value for THM2 and L7 are respectively:
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Substantial difference in central density profile of satellites vs. CDM

Vmax > 25 km/s 
Mhalo > 109 M⦿
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Figure 7. The V

max

relation between CDM and WDM Lo-
cal Group halos. WDM halos with a V

m

ax > 8 km/s were se-
lected and then their CDM halo counterparts were identified
using the criterion described in the text. The di↵erent WDM
model halos have a similar distribution that bends away from
the a one-to-one relation with CDM halos for smaller halo
masses as a result of reduced central densities in the WDM
halos. Note: Add fit.
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Figure 8. The peak mass of CDM and WDM Local Group
halos (maximum mass over assembly history of the halo)
with respect to V

max

at z = 0. For a fixed peak mass bin the
WDM halos have a lower V

max

indicating a lower density.
The vertical dashed-line represents the convergence limit of
the simulation of V

max

= 8 km/s and the horizontal dashed-
line represents the limiting mass M

lim

as defined by Lovell
et al. (2014), below which the halos may have formed via ar-
tificial fragmentation. Only a few points fall in the bottom-
right section as delineated by the dashed lines indicating
that our results are robust against discreteness e↵ects. re-
move spurious points in upper left or note they are result of
subhalos in the text.

show that generally the CDM andWDM density profiles
agree beyond r = 10 kpc/h, but the inner region of
WDM density profiles reach a maximum suppression of
⇠ 40% at r = 1 kpc/h. The median density ratios of
the LG WDM halos with 30km/s > V

max

> 15 km/s
(bottom right panel) indicate the WDM halos are less
dense than their CDM counterparts throughout and are
on average 60% less dense at r = 1 kpc/h.

MF plot here?

4 FIELD HALO ABUNDANCES AND
MATTER POWER SPECTRUM

4.1 Full Box N-body Simulations

- lay out full box simulation parameters - overview of
full box simulations: cosmology, code+ICs, why full box
- include PS calc method/code description here?

4.2 Halo Abundances

Adjust abundance plot x-axis to end at resolution limit
or nearer As introduced above, we evaluate the abun-
dance and mass function of field halos in the Local Vol-
ume beyond the Local Group, namely the TBTF prob-
lem of dwarf galaxies in the field. The left panel of Fig-
ure 11 shows the velocity function of the halos in the
full simulation of a L = 25 Mpc/h box for the L7, S229,
THM2 and CDM models. The CDM halo abundance
is monotonically increasing with a down to the resolu-
tion limit of these simulations of V

max

= 30 km/s in
agreement with analytic fits to other works cit klypin,
etc. What is real resolution limit?. The L7, S229, and
THM2 WDM model velocity functions are diminished
relative to CDM at the low-mass end and appear to be
reaching a maximum near the resolution limit of the
simulation.The ratio of the WDM velocity functions to
the CDM velocity function is shown in the right panel
of Figure 11. The thermal and non-thermal WDM ve-
locity function ratios agree on all scales and reach a
maximum factor of two suppression relative to CDM at
the minimum V

max

= 30 km/s.
The agreement of abundances of field halos in the

thermal and non-thermal WDM DM models where sup-
pression of low-mass halo formation is significant rela-
tive to CDM is similar to the abundance results of LG
halos and subhalos shown in Figure 5. Any di↵erence in
the shape of the transfer function between thermal an
non-thermal DM models are washed out in subsequent
non-linear evolution by redshift zero. The relevant pa-
rameter for halo counts at redshift zero is the half-mode
mass where the transfer functions match check. A pos-
sible caveat being the abundances of halos with masses
below the resolution limit could find di↵erences between
thermal and non-thermal DM models.

maybe just plot the ratio of non-thermal WDM to
thermal WDM and skip the CDM ones? include other
sterile neutrino models? the L4.6 group looks particu-
larly di↵erent. The ratio of WDM velocity functions to

c� 0000 RAS, MNRAS 000, 000–000
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Noticeable difference in Lyman-alpha power spectrum
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Figure 15. The ratio of the 3D Non-Linear Matter Power Spectrum for WDM with respect to CDM for redshifts z = 3, 4, and
5. WDM Models: L7 sterile neutrino and 2 keV thermal WDM (Top Left Panel), the L8 sterile neutrino and 1.6 keV thermal
WDM (Top Right Panel), and the L4.6 sterile neutrino and 2.9 keV thermal WDM (Bottom Left Panel). The thermal and
non-thermal models suppress small-scale structure to varying degrees at each redshift. Bottom Right Panel: The ratio of the
3D Non-Linear Matter Power Spectrum of the sterile neutrino models with respect to their thermal WDM counterpart. The
di↵erence between thermal and non-thermal models peaks on di↵erent scales and in di↵erent directions for each WDM model
pair. Note: Add new SN models and other THM models to PS plots

parsecs and far below our resolution scale of 1 kpc/h calc
actual value of both numbers. However, the assembly
history and suppression of small-scale structure that is
prevalent in the hierarchical growth of the CDM hosts
could have had an impact on the internal structure of
the WDM host halos. We find the di↵erences in the
assembly history of the host halos are small enough that
they do not have an a↵ect on other host halo properties
including their internal structure.

need to square counts with observed sats. Dig
deeply into missing satellites issues in LG? The WDM
Thelma and Louise subhalo populations are very di↵er-
ent from the CDM Thelma and Louise subhalo popu-

lations. The number of low-mass subhalos in each host
are reduced significantly relative to CDM with the ex-
act amount depending on the ’warmth’ of the model.
The reduction in the number of low-mass subhalos alle-
viates the Missing Satellites problem without the need
to invoke baryonic processes required for CDM.
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What is the way forward?
• Fundamental prediction of CDM: scale-free spectrum of substructure 

down to ~Earth mass halos. Can we prove they exist? (Or prove that 
they don’t exist?) 

‣ Lensing? 

‣ Gaps in cold stellar streams? 

‣ Disruption of wide binary systems?



What is the way forward?
• Is there a scale below which baryons do not alter DM profiles? What is 

this scale, and is it large enough that some galaxies fall in this regime? 

‣ If classical or ultra-faint dSphs are such systems, there is hope for using stellar 
spectroscopy with GMT/TMT/E-ELT to prove/disprove existence of cores. This 
would be a “game-changer”



What is the way forward?
• Can we use high-redshift observations to constrain particle physics? 

‣ Reionization: large free streaming scale delays structure formation; less of a 
problem with lower value of τ from Planck? 

‣ Lyman-alpha forest: 30-m class telescopes will be able to measure flux power 
spectrum to smaller physical scales. Fundamental limitation: observations, or 
IGM modeling? 

‣ Galaxy / satellite counts: Similar to using satellite counts in Milky Way



Conclusion
• Absent a non-gravitational detection of dark matter, astrophysics is the 

only way to test its properties. 

• Generic prediction of CDM models: vast spectrum of dark matter halos 
within the Milky Way containing no stars. Can we test if this is true? 

• Models that modify non-linear DM physics (e.g., SIDM) are much harder 
to rule out than models that modify linear DM physics (e.g., WDM). 
What are the best astrophysical tests for distinguishing between CDM 
and SIDM? 

• Good news: 

‣ SIDM (constant cross section): likely ruled out for σ > 1 cm2/g; unable to 
produce relevant cores for σ < 0.1 cm2/g ⇒ narrow range to explore 

‣ WDM: likely ruled out by Ly-alpha forest and MW satellite countsfor m < 2 keV; 
no astrophysical signatures if m > 4-5 keV ⇒ narrow range to explore




